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2.5 Maxima and Minima 

                        One of the best application of differentiation calculus is the optimization 

problems, in which we find out solution to real value problem that requires minimizing or 

maximizing. 

Definition: 

             Let c be a point in a domain D of a function f. Then f(c) is the  

⇒ absolute maximum value of f on D if 𝑓(𝑐) ≥ 𝑓(𝑥) for all x in D. 

⇒ absolute minimum value of f on D if 𝑓(𝑐) ≤ 𝑓(𝑥) for all x in D. 

Definition: 

             Let c be a point in a domain D of a function f. Then f(c) is the  

⇒  local maximum value of f  if𝑓(𝑐) ≥ 𝑓(𝑥) when x is near c. 

⇒ local minimum value of f if𝑓(𝑐) ≤ 𝑓(𝑥)when x is near c. 

The extreme value theorem: 

                   If f is continuous on a closed interval [𝑎, 𝑏], then f attains an absolute 

maximum value f(c) and an absolute minimum value 𝑓(𝑑) at some points c and d in [𝑎, 𝑏]. 

Fermat’s theorem: 

           If f has local maximum value or minimum value at c and if  f ‘(c) exists, then 

f ‘(c) = 0. 

Critical Point: 

              A critical point of a function f is a point c in the domain of f such that either 

f ‘(c) = 0 

or f ‘(c) does not exists. 

     If f has local maximum value or minimum value at c, then c is a critical point of f. 

Example:  

     Find the critical points of the following functions 

(i) 𝒇(𝒙) = 𝒙𝟑 + 𝒙𝟐 − 𝒙 

(ii) 𝒇(𝒙) = 𝒙 
𝟓

𝟒 − 𝟐𝒙 
𝟏

𝟒 

(iii) 𝒇(𝜽) = 𝟒𝜽 − 𝒕𝒂𝒏𝜽 
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(iv)𝒇(𝒙) = 𝟑𝒙 − 𝒔𝒊𝒏−𝟏𝒙 

(v) 𝒇(𝜽) = 𝟐𝒄𝒐𝒔𝜽 + 𝒔𝒊𝒏𝟐𝜽 

Solutions: 

(i) 𝒇(𝒙) = 𝒙𝟑 + 𝒙𝟐 − 𝒙 

         𝑓′(𝑥) = 3𝑥2 + 2𝑥 − 1 

                  𝑓′(𝑥) = 0 ⇒  3𝑥2 + 2𝑥 − 1 = 0 

                                   ⇒ (3𝑥 − 1)(𝑥 + 1) = 0 

                                   ⇒ 𝑥 =
1

3
  , −1 

Critical points are 𝑥 =
1

3
  , −1. 

(ii) 𝒇(𝒙) = 𝒙 
𝟓

𝟒 − 𝟐𝒙 
𝟏

𝟒 

           𝑓′(𝑥) =
5

4
𝑥 

1

4 −
1

4
2𝑥 −

3

4 

              𝑓′(𝑥) = 0 ⇒
1

4
𝑥 

1

4(5 − 2𝑥 −1) = 0 

                                      ⇒  
1

4
𝑥 

1

4 = 0  ,  (5 − 2𝑥 −1) = 0 

                                      ⇒   𝑥 =  0   ,   
5𝑥−2

𝑥
= 0  

 ⇒ 𝑥 =
2

5
 

Critical points are 𝑥 = 0 ,
2

5
. 

(iii) 𝒇(𝜽) = 𝟒𝜽 − 𝒕𝒂𝒏𝜽 

              𝑓′(𝑥) = 4 − 𝑠𝑒𝑐2𝜃 = 4 − (1 + 𝑡𝑎𝑛2𝜃) 

                                              = 3 − 𝑡𝑎𝑛2𝜃 

                             𝑓′(𝑥) = 0 ⇒ 3 − 𝑡𝑎𝑛2𝜃 

                                              ⇒ 𝑡𝑎𝑛2𝜃 = 3 

                                             ⇒ 𝑡𝑎𝑛𝜃 = ±√3 

              𝑡𝑎𝑛𝜃 = √3 ⇒ 𝜃 = 𝑡𝑎𝑛−1√3 =
𝜋

3
  

              𝑡𝑎𝑛𝜃 = −√3 ⇒ 𝜃 = 𝑡𝑎𝑛−1(−√3) = −
𝜋

3
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Critical points are 𝜃 =
𝜋

3
 , −

𝜋

3
 

(iv)𝒇(𝒙) = 𝟑𝒙 − 𝒔𝒊𝒏−𝟏𝒙 

                      𝑓′(𝑥) = 3 −
1

√1−𝑥2
 

                     𝑓′(𝑥) = 0 ⇒
3√1−𝑥2−1

√1−𝑥2
= 0 

                                       ⇒ 3√1 − 𝑥2 = 1 

                                       ⇒ 9(1 − 𝑥2) = 1 

                                       ⇒ 9 − 9𝑥2 = 1 

                                       ⇒ 𝑥2 =
8

9
 

                                       ⇒ 𝑥 = ±
2√2

3
 

Critical points are 𝜃 = ±
2√2

3
 

(v) 𝒇(𝜽) = 𝟐𝒄𝒐𝒔𝜽 + 𝒔𝒊𝒏𝟐𝜽 

               𝑓′(𝜃) = −2𝑠𝑖𝑛𝜃 + 2𝑠𝑖𝑛𝜃𝑐𝑜𝑠𝜃   

                𝑓′(𝜃) = 0 ⇒ −2𝑠𝑖𝑛𝜃(1 − 𝑐𝑜𝑠𝜃) = 0 

                                  ⇒ 𝜃 = 𝑛𝜋 , 𝑛 𝑖𝑠 𝑎𝑛 𝑖𝑛𝑡𝑒𝑔𝑒𝑟. 

Critical points are 𝜃 = 𝑛𝜋 , 𝑛 𝑖𝑠 𝑎𝑛 𝑖𝑛𝑡𝑒𝑔𝑒𝑟. 

 The Closed Interval Method: 

                 To find the absolute maximum and absolute minimum value of a continuous 

function  

on the closed interval [𝑎, 𝑏] 

 Find the derivatives of f in (𝑎, 𝑏) 

 Find the critical points of f in (𝑎, 𝑏) 

 Find the values of f at the critical points of f in (𝑎, 𝑏) 

 Find the values of f at the end points of the interval [𝑎, 𝑏] 

 The largest of the values is the absolute maximum value and smallest of the values 

is the absolute minimum value.  

Example:  
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 Find the absolute maximum and absolute minimum of 

(i) 𝑓(𝑥) = 3𝑥4 − 4𝑥3 − 12𝑥2 + 1on [-2 , 3] 

(ii) 𝑓(𝑥) = (𝑥2 − 1)3on [-1 , 2] 

(iii) 𝑓(𝑥) = 𝑥 +
1

𝑥
on [0.2 , 4] 

(iv) 𝑓(𝑥) = 𝑥 − 2𝑠𝑖𝑛𝑥 on [0 , 2𝜋] 

(v) 𝑓(𝑥) = 𝑥 − 𝑙𝑜𝑔𝑥 on [ 
1

2
 , 2] 

Solutions: 

(i) 𝒇(𝒙) = 𝟑𝒙𝟒 − 𝟒𝒙𝟑 − 𝟏𝟐𝒙𝟐 + 𝟏 

                 𝑓(𝑥) = 3𝑥4 − 4𝑥3 − 12𝑥2 + 1 is continuous on [-2 , 3]             

                𝑓′(𝑥) = 12𝑥3 − 12𝑥2 − 24𝑥                    

                 𝑓′(𝑥) = 0 ⇒ 12𝑥3 − 12𝑥2 − 24𝑥 = 0 

                                   ⇒ 𝑥(𝑥 + 1)(𝑥 − 2) = 0 

                                   ⇒ 𝑥 = 0 , −1 , 2 are the critical points. 

The values of  𝑓(𝑥) at critical points are 

              𝑓(0) = 3(04) − 4(03) − 12(02) + 1 = 1 

             𝑓(−1) = 3(−1)4 − 4(−1)3 − 12(−1)2 + 1 

                        = 3 + 4 − 12 + 1 = −4 

            𝑓(2) = 3(2)4 − 4(2)3 − 12(2)2 + 1 

                     = 48 − 32 − 48 + 1 = −31 

The value of  𝑓(𝑥) at the end points of the interval are  

            𝑓(−2) = 3(−2)4 − 4(−2)3 − 12(−2)2 + 1 

                       = 48 + 32 − 48 + 1 = 33 

            𝑓(3) = 3(3)4 − 4(3)3 − 12(3)2 + 1 

                   = 243 − 112 − 108 + 1 = 28 

            Absolute minimum value is 𝑓(2) = −31 

            Absolute maximum value is 𝑓(−2) = 33 

(ii) 𝒇(𝒙) = (𝒙𝟐 − 𝟏)𝟑on [-1 , 2] 
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Solution: 

       𝑓(𝑥) = (𝑥2 − 1)3 𝑖𝑠 𝑐𝑜𝑛𝑡𝑖𝑛𝑢𝑜𝑢𝑠 on [-1 , 2] 

             𝑓′(𝑥) = 3(𝑥2 − 1)2(2𝑥) = 6𝑥(𝑥2 − 1)2   

             𝑓′(𝑥) = 0 ⇒ 6𝑥(𝑥2 − 1)2 = 0 

                              ⇒ 𝑥 = 0 , ±1are the critical points. 

The values of f(x) at critical points are 

𝑓(0) = (0 − 1)3 = −1 

𝑓(1) = (1 − 1)3 = 0 

𝑓(−1) = (1 − 1)3 = 0 

The values of f(x) at the end points of the interval are 

𝑓(−1) = (1 − 1)3 = 0 

𝑓(2) = (4 − 1)3 = 27 

                  Absolute minimum value is 𝑓(0) = −1 

                   Absolute maximum value is 𝑓(2) = 27 

(iii) 𝒇(𝒙) = 𝒙 +
𝟏

𝒙
 on [0.2 , 4] 

Solution: 

           𝑓(𝑥) = 𝑥 +
1

𝑥
 is continuous on [0.2 , 4] 

                 𝑓′(𝑥) = 1 −
1

𝑥2
 

                  𝑓′(𝑥) = 0 ⇒
𝑥2−1

𝑥2
= 0 

                                   ⇒ 𝑥2 = 1 

                                    ⇒ 𝑥 = ±1are the critical points. 

The values of f(x) at critical points are  

                       𝑓(1) = 1 +
1

1
= 2 

                     𝑓(−1) = −1 −
1

1
= −2 

The values of f(x) at the end points of the interval are 

                  𝑓(0.2) = 0.2 +
1

0.2
= 0.2 + 5 = 5.2 
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                  𝑓(4) = 4 +
1

4
= 4 + 0.25 = 4.025 

       Absolute minimum value is 𝑓(−1) = −2 

       Absolute maximum value is 𝑓(0.2) = 5.2 

(iv) 𝒇(𝒙) = 𝒙 − 𝟐𝒔𝒊𝒏𝒙 on [0 , 2𝝅] 

Solution: 

                𝑓(𝑥) = 𝑥 − 2𝑠𝑖𝑛𝑥 is continuous on [0 , 2𝜋] 

                𝑓′(𝑥) = 1 − 2𝑐𝑜𝑠𝑥 

                𝑓′(𝑥) = 0 ⇒ 1 − 2𝑐𝑜𝑠𝑥 = 0 

                                 ⇒ 𝑐𝑜𝑠𝑥 =
1

2
 

                                ⇒ 𝑥 = 𝑐𝑜𝑠−1 (
1

2
) 

                               ⇒ 𝑥 =
𝜋

3
 ,

5𝜋

3
 are the critical points. 

The values of f(x) at critical points are 

                   𝑓 (
𝜋

3
) =

𝜋

3
− 2𝑠𝑖𝑛

𝜋

3
 

                             =
𝜋

3
− 2

√3

2
 

                             =
𝜋

3
− √3 ≈ 0.684853 

                𝑓 (
5𝜋

3
) =

5𝜋

3
− 2𝑠𝑖𝑛

5𝜋

3
 

                           =
5𝜋

3
− 2 (−

√3

2
) 

                          =
5𝜋

3
+ √3 ≈ 6.968039 

The values of f(x) at the end points of the intervals are 

𝑓(0) = 0 − 2𝑠𝑖𝑛0 = 0 

𝑓(2𝜋) = 2𝜋 − 2 sin(2𝜋) = 2𝜋   =  6.28 

           Absolute minimum value is 𝑓 (
𝜋

3
) = −0.684 

             Absolute maximum value is 𝑓 (
5𝜋

3
) = 6.9680 

(v) 𝒇(𝒙) = 𝒙 − 𝒍𝒐𝒈𝒙 on [ 
𝟏

𝟐
 , 𝟐] 
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Solution: 

           𝑓(𝑥) = 𝑥 − 𝑙𝑜𝑔𝑥 is continuous on [ 
1

2
 , 2] 

               𝑓′(𝑥) = 1 −
1

𝑥
 

              𝑓′(𝑥) = 0 ⇒ 1 −
1

𝑥
= 0 

                               ⇒
𝑥−1

𝑥
= 0 

                              ⇒ 𝑥 = 1 is the critical point. 

The value of f(x) at critical point is 

𝑓(1) = 1 − 𝑙𝑜𝑔1 = 1 − 0   = 1 

The values of f(x) at the end points of the intervals are 

              𝑓 (
1

2
) =

1

2
− 𝑙𝑜𝑔

1

2
 

                       =
1

2
− (−0.6931) 

                      = 1.1931 

             𝑓(2) = 2 − log 2 

                      = 2 − 0.6931 

                      = 1.3068 

      Absolute maximum value is f(2) = 1.3068 

      Absolute minimum value is f(1) = 1 

Exercise:  

1. Find the critical values for the following function 

(i) 𝑓(𝑥) = 5𝑥2 + 4𝑥    Ans: −
2

5
 

(ii) 𝑓(𝑥) = 𝑥1/3 − 𝑥−2/3   Ans: − 2 

(iii)  𝑓(𝑥) = 𝑥2𝑒−3𝑥    Ans: 0 ,2/3 

(iv)  𝑓(𝑥) = 𝑥2 − 32√𝑥                        Ans: 4 

(v)  𝑓(𝑥) = 𝑥3/4 − 2𝑥1/4   Ans: 0 ,4/9 

2. Find the absolute maximum and absolute minimum values for the following 

functions: 
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1. 𝑓(𝑥) = 8𝑥 − 𝑥4, [−2 ,1]              Ans: Ab.max. is (1)  =  7 ; Ab.min. is 𝑓(−2)  =  −32 

2. 𝑓(𝑥) = 𝑥2/3 , [−2, 3]                    Ans: Ab.max. is f(3)  =  2.08 ; Ab.min. is f(0) = 0 

3. 𝑓(𝑥) = 2𝑐𝑜𝑠𝑥 + sin 2𝑥 ,  [0 ,
𝜋

2
]   Ans: Ab.max. is 𝑓 (

𝜋

2
) = 

3√3

2
 ; Ab.min. is 𝑓 (

𝜋

2
) = 0 

4. 𝑓(𝑥) = 𝑥𝑒−𝑥2/8 , [−1, 4]            Ans: Ab.max. is 𝑓(2) = 2𝑒−1/2 ;  

Ab.min. is 𝑓(−1) = −𝑒−1/8 

5. 𝑓(𝑥) = log(𝑥2 + 𝑥 + 1) , [−1, 1]     Ans: Ab.max. is 𝑓 (−
1

2
) =0.75 ; 

 Ab.min. is 𝑓(−1)  =  0 

 

Rolle’s Theorem: 

            Let f be a function that satisfies the following three conditions: 

1) 𝑓 is continuous on the closed interval [𝑎, 𝑏] 

2) 𝑓 is differentiable on the open interval (𝑎, 𝑏) 

3) 𝑓(𝑎) = 𝑓(𝑏) 

Then there exists a number c in (𝑎, 𝑏) such that 𝑓 ‘(𝑐)  =  0 

 

Example:  

     Verify Rolle’s theorem for the following functions on the given interval 

a) 𝒇(𝒙) = 𝒙𝟑 − 𝒙𝟐 + 𝟔𝒙 + 𝟐 , [𝟎, 𝟑] 

b) 𝒇(𝒙) = √𝒙 −
𝟏

𝟑
𝒙 , [𝟎, 𝟗] 

c) 𝒇(𝒙) = 𝒔𝒊𝒏 𝒙 , [𝟎, 𝝅] 

Solutions:  

a)  𝒇(𝒙) = 𝒙𝟑 − 𝒙𝟐 + 𝟔𝒙 + 𝟐 , [𝟎, 𝟑] 

             𝑓(𝑥) is continuous on [0, 3] 

               𝑓(𝑥) is differentiable on [0, 3] 

                          𝑓(0) = 2 

                          𝑓(3) = 27 − 9 + 18 + 2 = 38 

                           𝑓(0) ≠ 𝑓(3) 
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Hence the Rolle’s theorem is not satisfied. 

b) 𝒇(𝒙) = √𝒙 −
𝟏

𝟑
𝒙 , [𝟎, 𝟗] 

Solution: 

             𝑓(𝑥) is continuous on [0, 9] 

              𝑓(𝑥) is differentiable on [0, 9] 

                              𝑓(0) = 0 

                              𝑓(9) = √9 −
9

3
= 3 − 3 = 0 

                             𝑓(0) = 0 = 𝑓(9) 

                ⇒ 𝑓(𝑥) = √𝑥 −
𝑥

3
 

                ⇒   𝑓′(𝑥) =
1

2√𝑥
−

1

3
 

                 ⇒ 𝑓′(𝑥) = 0 ⇒
1

2√𝑥
−

1

3
= 0 

                                      ⇒
1

2√𝑥
=

1

3
 

                                      ⇒ √𝑥 =
3

2
 

Squaring, 𝑥 =
9

4
= 2.25 ∈ (0,9) 

Hence Rolle’s theorem is verified. 

c) 𝒇(𝒙) = 𝒔𝒊𝒏 𝒙 , [𝟎, 𝝅] 

Solution: 

            𝑓(𝑥)is continuous on [0, 𝜋] 

            𝑓(𝑥)is differentiable on [0, 𝜋] 

                                𝑓(0) = sin 0 = 0 

                                𝑓(𝜋) = 𝑠𝑖𝑛𝜋 = 0 

                              ⇒ 𝑓(0) = 𝑓(𝜋) = 0 

                                    𝑓′(𝑥) = 𝑐𝑜𝑠𝑥 

                                   𝑓′(𝑥) = 0 ⇒ 𝑐𝑜𝑠𝑥 = 0 

                         𝑥 =
𝜋

2
∈ (0, 𝜋) 
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Hence Rolle’s theorem is verified. 

Example:  

           Prove that equation 𝒙𝟑 − 𝟏𝟓𝒙 + 𝒄 = 𝟎 has atmost one real root in the interval 

[-2 , 2] 

Solution: 

                𝐿𝑒𝑡  𝑓(𝑥) = 𝑥3 − 15𝑥 + 𝑐 = 0 

                       𝑓(−2) = −8 + 30 + 𝑐 = 22 + 𝑐 

                        𝑓(2) = 8 − 30 + 𝑐 = −22 + 𝑐 

                              𝑓′(𝑥) = 3𝑥2 − 15 

Now if there were two points x = a, b such that𝑓(𝑥) = 0 

∴By Rolle’s theorem there exists a point 𝑥 =  𝑐 in between them, where 𝑓′(𝑐) = 0 

                             Now 𝑓′(𝑥) = 0 ⇒ 3𝑥2 − 15 = 0 

                                                       ⇒ 𝑥2 = 5 

                                                       ⇒ 𝑥 = ±√5 = ±2.236 

Here both values lies outside [-2, 2] 

                     ∴ 𝑓 has no more than one zero. 

                     ⇒ 𝑓(𝑥) has exactly one real root. 

Example:  

      Let 𝒇(𝒙) = 𝟏 − 𝒙𝟐/𝟑, Show that 𝒇(−𝟏) = 𝒇(𝟏)but there is no number c in (-1 , 1) 

such that 𝒇 ′(𝒙) = 𝟎. Why does this not contradict Rolle’s theorem? 

Solution: 

              Given 𝑓(𝑥) = 1 − 𝑥2/3 

              ⇒ 𝑓(−1) = 1 − (−1)
2

3 = 0 

              ⇒ 𝑓(1) = 1 − 12/3 = 0 

                 ∴ 𝑓(−1) = 𝑓(1) 

            ⇒ 𝑓′(𝑥) = −
2

3
𝑥−1/3 

                  ⇒ 𝑓′(𝑥) = 0 ⇒ −
2

3
𝑥−1/3 = 0 
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                                        ⇒ 𝑥−1/3 = 0 

                                        ⇒ (𝑥−1/3)
3

= 03 

                                        ⇒ 𝑥−1 = 0 

                                    ⇒
1

𝑥
= 0 

                                   ⇒ 𝑥 = ∞ 

             There is no number c in (−1 , 1) 

              f is not differentiable on (−1 , 1) 

Mean Value Theorem: 

                      Let f be a function that satisfies the following conditions: 

1) 𝑓 is continuous on the closed interval [𝑎, 𝑏] 

2) 𝑓 is differentiable on the open interval (𝑎, 𝑏) 

     Then there is a number C in (a, b) such that 𝑓′(𝑐) =
𝑓(𝑏)−𝑓(𝑎)

𝑏−𝑎
 

Example:  Verify Lagrange’s mean value theorem for the following functions: 

a) 𝒇(𝒙) = 𝒙𝟑 + 𝒙 − 𝟏 𝐢𝐧 [𝟎, 𝟐] 

b) 𝒇(𝒙) = 𝒙 +
𝟏

𝒙
 , [

𝟏

𝟐
 , 𝟐] 

c) 𝒇(𝒙) = 𝒆−𝟐𝒙,   [𝟎, 𝟑] 

d) 𝒇(𝒙) = 𝟏 + 𝒙𝟐/𝟑 , [−𝟖, 𝟏] 

Solution: 

a) 𝒇(𝒙) = 𝒙𝟑 + 𝒙 − 𝟏 𝐢𝐧 [𝟎, 𝟐] 

           f is continuous on the closed interval [0,2] 

           f is differentiable on the open interval (0,2) 

                        𝑓′(𝑥) = 3𝑥2 + 1 

                        𝑓′(𝑐) = 3𝑐2 + 1,  

       Put  𝑎 =  0 , 𝑏 =  2 

                 ⇒ 𝑓(𝑏) = 𝑓(2) = 23 + 2 − 1 = 9 

                 ⇒ 𝑓(𝑎) = 𝑓(0) = 0 + 0 − 1 = −1 
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                                   𝑓′(𝑐) =
𝑓(𝑏)−𝑓(𝑎)

𝑏−𝑎
 

                                           ⇒ 3𝑐2 + 1 =
9+1

2−0
 

                                          ⇒ 2(3𝑐2 + 1) = 10 

                                          ⇒ 3𝑐2 + 1 = 5 

                                           ⇒ 3𝑐2 = 4 

                                           ⇒ 𝑐2 =
4

3
⇒ 𝑐 = ±

2

√3
= ±1.1547 

                                 𝑐 = 1.1547 ∈ (0,2) 

Hence Mean value theorem is verified. 

b) 𝒇(𝒙) = 𝒙 +
𝟏

𝒙
 , [

𝟏

𝟐
 , 𝟐] 

Solution: 

             𝑓 is continuous on the closed interval[
1

2
 , 2] 

             𝑓 is differentiable on the open interval (
1

2
 , 2) 

Put 𝑎 =
1

2
,  b = 2 

                    ⇒ 𝑓(𝑏) = 𝑓(2) = 2 +
1

2
=

5

2
 

                    ⇒ 𝑓(𝑎) = 𝑓 (
1

2
) =

1

2
+ 2 =

5

2
 

                      𝑓′(𝑥) = 1 −
1

𝑥2
⇒ 𝑓′(𝑐) = 1 −

1

𝑐2
 

                    𝑓′(𝑐) =
𝑓(𝑏)−𝑓(𝑎)

𝑏−𝑎
 

                                   ⇒ 1 −
1

c2
=

5

2
−

5

2

2−
1

2

= 0 

                                   ⇒ 𝑐2 − 1 = 0 

                                   ⇒ 𝑐2 = 1 ⇒ 𝑐 = ±1 

                                   ⇒ 𝑐 = 1 ∈ (
1

2
 , 2) 

           Hence Lagrange’s MVT is verified. 

c) 𝒇(𝒙) = 𝒆−𝟐𝒙,   [𝟎, 𝟑] 



ROHINI COLLEGE OF ENGINEERING AND TECHNOLOGY 

  

MA3151-MATRICES AND CALCULUS 

Solution: 

                𝑓 is continuous on the closed interval[0, 3] 

                𝑓 is differentiable on the open interval (0 , 3) 

Put a = 0 , b = 3 

                      ⇒ 𝑓(𝑏) = 𝑓(3) = 𝑒−6 

                     ⇒ 𝑓(𝑎) = 𝑓(0) = 1 

                  ⇒ 𝑓′(𝑥) = −2𝑒−2𝑥 ⇒ 𝑓′(𝑐) = −2𝑒−2𝑐 

                             𝑓′(𝑐) =
𝑓(𝑏)−𝑓(𝑎)

𝑏−𝑎
⇒ −2𝑒−2𝑐 =

𝑒−6−1

3
 

                                                          ⇒ −6𝑒−2𝑐 = 𝑒−𝑡 − 1 

                                                          ⇒ 𝑒−2𝑐 = −
𝑒−𝑡

6
+

1

6
=

1

6
[1 − 𝑒−6] 

Taking log on both sides, 

                         ⇒ log𝑒−2𝑐 = log [
1

6
(1 − 𝑒−6)] 

                         ⇒ −2𝑐 = log [
1

6
(1 − 𝑒−6)] 

                        ⇒ 𝑐 = −
1

2
log [

1

6
(1 − 𝑒−6)] 

                       ⇒ 0.3896 ∈ (0, 3) 

       Hence Lagrange’s MVT is verified. 

d) 𝒇(𝒙) = 𝟏 + 𝒙𝟐/𝟑 , [−𝟖, 𝟏] 

Solution: 

                𝑓(𝑥) is continuous on the closed interval[−8, 1] 

               𝑓′(𝑥) =
2

3
𝑥−1/3does not exists at x = 0 

        ∴ 𝑓(𝑥)is not differentiable in (-8, 1) 

Hence Lagrange’s MVT is not applicable for this function. 

Example:  

        Suppose that 𝒇(𝟎) = − 𝟑 and 𝒇 ‘(𝒙) ≤ 𝟓 for all values of x. How large can 𝒇(𝟐) 

possible be? 

Solution: 



ROHINI COLLEGE OF ENGINEERING AND TECHNOLOGY 

  

MA3151-MATRICES AND CALCULUS 

     Given f is differentiable (and therefore continuous) everywhere. 

In particular, we can apply the Mean Value Theorem on the interval [0,2] 

There exists a number c such that 𝑓(2) − 𝑓(0) = 𝑓′(𝑐)(2 − 0) 

                                                     𝑓(2) = 𝑓(0) + 2𝑓′(𝑐)  = −3 + 2𝑓′(𝑐) 

Given 𝑓’(𝑥) ≤ 5 for all x , so 𝑓’(𝑐) ≤ 5 

we have 2𝑓′(𝑐) ≤ 10 

∴ 𝑓(2) = −3 + 2𝑓′(𝑐) ≤ −3 + 10 = 7 ⇒ 𝑓(2) ≤ 7 

The largest possible value for 𝑓(2) is 7 

Example:   

         Show that the equation 𝒙𝟑 + 𝒆𝒙 = 𝟎 has exactly one real root. 

Solution: 

             Let 𝑓(𝑥) = 𝑥3 + 𝑒𝑥 , assume 𝑓(𝑥) has two roots, that is 𝑓(𝑎)  =  𝑓(𝑏)  =  0 

The mean value theorem states, since f is continuous and differentiable 

There exists 𝑐 ∈ (𝑎, 𝑏) such that 𝑓′(𝑐) =
𝑓(𝑏)−𝑓(𝑎)

𝑏−𝑎
=

0−0

𝑏−𝑎
= 0 

However, 𝑓′(𝑥) = 3𝑥2 + 𝑒𝑥 > 0 for all x. 

                             which is a contradiction. 

∴ 𝑓(𝑥)cannot have two roots and can have atmost root. 

Since, 𝑓(0) > 0 and  𝑓(−10) < 0, by the intermediate value theorem there exists 𝑐 ∈

(−10,0) such that f(c) = 0 

Thus 𝑓(𝑥) has exactly one root. 

Example:  

       Use Lagrange’s MVT to prove 
𝒙

𝟏+𝒙
< 𝐥𝐨𝐠(𝟏 + 𝒙) < 𝑥 for all 𝒙 > 0 

Solution: 

            Let 𝑓(𝑥) = log(1 + 𝑥) 

                  𝑓(0)  =  log 1 =  0 

𝑓′(𝑥) =
𝟏

𝟏+𝒙
 (or) 𝑓′(𝜃𝑥) =

𝟏

𝟏+𝜽𝒙
 , 0 < 𝜃 < 1 

Then by MVT , for the interval [0, 𝑥] 
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we have 𝑓(𝑥) = 𝑓(0) + 𝑥𝑓′(𝜃𝑥) ,     0 < 𝜃 < 1 

(or) 𝑙𝑜𝑔(1 + 𝑥) =
𝒙

𝟏+𝜽𝒙
,   0 < 𝜃 < 1 … (1) 

0 < 𝜃𝑥 < 𝑥 ,  since𝑥 > 0 

                     ⇒ 1 < 1 + 𝜃𝑥 < 1 + 𝑥       (∵ 1 + 0 < 1 + 𝜃𝑥 < 1 + 𝑥) 

                     ⇒ 1 >
1

1+𝜃𝑥
>

1

1+𝑥
 

                    ⇒
1

1+𝑥
<

1

1+𝜃𝑥
< 1 

                    ⇒
𝑥

1+𝑥
<

𝑥

1+𝜃𝑥
< 𝑥  ,  𝑥 > 0 

                    ⇒
𝑥

1+𝑥
< log(1 + 𝑥) < 𝑥  by (1)  (∵ log(1 + 𝑥) =

𝑥

1+𝜃𝑥
) 

Exercise  

1. Verify Rolle’s theorem for the following functions: 

(i) 𝑓(𝑥) = 𝑥3 + 5𝑥2 − 6𝑥 , [0,1] 

(ii) 𝑓(𝑥) = (𝑥 − 1)(𝑥 − 2)(𝑥 − 3),   [1,3] 

(iii) 𝑓(𝑥) = 3 + (𝑥 − 1)1/3,   [0,2] 

2. Show that the equation 𝑥3 + 3𝑥 + 1 has exactly one real solution. 

3. Verify Lagrange’s Mean Value theorem for the following functions: 

(i) 𝑓(𝑥) = 𝑥2 + 3𝑥 + 2 𝑖𝑛 1 ≤ 𝑥 ≤ 2 

(ii) 𝑓(𝑥) =
1

𝑥
in−1 ≤ 𝑥 ≤ 1 

(iii) 𝑓(𝑥) =
𝑥

𝑥+2
in [1,4] 

(iv) 𝑓(𝑥) = 𝑥2/3in [0,1] 

4. If 𝑓(1) = 10 and 𝑓′(𝑥) ≥ 2 for 1 ≤ 𝑥 ≤ 4 how small can f(4) possibly be?  Ans: f(4) 

= 16 

5. Does there exists a function f such that 𝑓(0) = −1 , 𝑓(2) = 4 and 𝑓 ’(𝑥) ≤ 2 for all x 

Ans: Does not exist. 

6. Show that √1 + 𝑥 < 1 +
1

2
𝑥if 𝑥 > 0. 

 

 Increasing/ Decreasing Test 
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Definition: 

             (a) If 𝑓′(𝑥) > 0  on an interval, then f is increasing on that interval.  

              (b) If 𝑓′(𝑥) < 0  on an interval, then f is decreasing on that interval.  

The first derivative test 

Definition: 

           Suppose that c is a critical number of a continuous function 𝒇. 

(a)  If 𝑓 ‘ changes from positive to negative at c , then  𝑓 has a local maximum at c. 

(b) If 𝑓 ‘ changes from negative to positive at c , then  𝑓 has a local minimum at c. 

(c) If 𝑓′ does not change sign at c ( for example if 𝑓′ is positive on both sides of c or 

negative on both sides), then 𝑓 has no local maximum or minimum at c. 

Definition: 

           If the graph of 𝑓 lies above all of its tangents on an interval I, then it is called 

concave upward on I. If the graph of 𝑓 lies below all of its tangents on an interval I, then it 

is called concave downward on I. 

Note: 

Concave upward            ≡     convex downward 

Concave downward      ≡      convex upward 

 

Concavity Test 

Definition: 

     (a) If 𝑓′′(𝑥) > 0 for all x in I, then the graph of 𝑓 is concave upward on I. 

     (b) If 𝑓′′(𝑥) < 0 for all x in I, then the graph of 𝑓 is concave downward on I. 

Definition: 

            A point P on a curve 𝑦 = 𝑓(𝑥)is called an inflection point iff is continuous there 

and the curve changes from concave upward to concave downward or from concave 

downward to concave upward at P. 

 

The Second Derivative Test 
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Definition: 

            Suppose 𝑓′′ is continuous near c,  

(a) If 𝑓′(𝑐) = 0 and 𝑓′′(𝑐) > 0, then f has a local minimum at c. 

(b) If 𝑓′(𝑐) = 0 and 𝑓′′(𝑐) < 0, then f has a local maximum at c. 

Example:  

        Find where the function 𝒇(𝒙) = 𝟑𝒙𝟒 − 𝟒𝒙𝟑 − 𝟏𝟐𝒙𝟐 + 𝟓 is increasing and where 

it is decreasing. 

Solution: 

                 Given 𝑓(𝑥) = 3𝑥4 − 4𝑥3 − 12𝑥2 + 5 

                           𝑓′(𝑥) = 12𝑥3 − 12𝑥2 − 24𝑥 

                                     = 12𝑥(𝑥2 − 𝑥 − 2) 

                                  = 12𝑥(𝑥 − 2)(𝑥 + 1) 

                  𝑓′(𝑥) = 0 ⇒ 12𝑥(𝑥 − 2)(𝑥 + 1) = 0 

                                   ⇒ 𝑥(𝑥 − 2)(𝑥 + 1) = 0 

                                   ⇒ 𝑥 = 0, 2, −1are the critical values. 

We divide the real line into intervals whose end points are the critical points. 𝑥 =

 0, 2, −1 and list them in a table 

Interval 12𝑥 𝑥 − 2 𝑥 + 1 𝑓 ‘(𝑥) 𝑓(𝑥) 

𝑥 <  −1 - - - - decreasing 

−1 < 𝑥 < 0 - - + + increasing 

0 < 𝑥 < 2 + - + - decreasing 

𝑥 > 2 + + + + increasing 

∴The function is increasing in −1 < 𝑥 < 0 and 𝑥 > 2 and it is decreasing in 𝑥 < −1 and 

0 < 𝑥 < 2 

Example: 
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       Find the local maximum and minimum values of 𝒚 = 𝒙𝟓 − 𝟓𝒙 + 𝟑 using both the 

first and second derivative tests. 

Solution: 

                  Given 𝑦 = 𝑓(𝑥) = 𝑥5 − 5𝑥 + 3 

                                   𝑓′(𝑥) = 5𝑥4 − 5 

                                  𝑓′(𝑥) = 0 ⇒ 5𝑥4 − 5 = 0 

                                                    ⇒ 𝑥4 − 1 = 0 ⇒ 𝑥4 = 1 ⇒ 𝑥2 = ±1 

                                                    ⇒ 𝑥 = 1, −1are the critical points. 

Interval Sign of 𝑓′ Behaviour of f 

-∞ < x <1 + increasing 

-1 < x <1 - decreasing 

1 < x < ∞ + increasing 

First derivative test tells us that 

(i) Local maximum at 𝑥 = −1 

𝑓(−1) = −1 + 5 + 3 = 7 

Second derivative test tells us that 

(ii) Local minimum at 𝑥 = 1 

                𝑓(1) = 1 − 5 + 3 = −1 

               𝑓′′(𝑥) = 20𝑥3 

𝑓′′(𝑥) = 0 ⇒ 20𝑥3 = 0 ⇒ 𝑥 = 0 

Interval 𝑓′′(𝑥) Behaviour of 𝑓 

(-∞,0) - Concave down 

(0,∞) + Concave up 

𝑓′(1) = 0 , 𝑓′′(1) = 20 , 𝑓(1) = −1 is a local minimum 

𝑓′(−1) = 0 , 𝑓′′(−1) = −20 , 𝑓(−1) = 7 is a local maximum 
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Example:   

       If 𝒇(𝒙) = 𝟐𝒙𝟑 + 𝟑𝒙𝟐 − 𝟑𝟔𝒙 find the intervals on which is increasing or 

decreasing, the local maximum and local minimum values of f , the intervals of 

concavity and the inflection points. 

Solution:  

           Given 𝑓(𝑥) = 2𝑥3 + 3𝑥2 − 36𝑥 

                     𝑓′(𝑥) = 6𝑥2 + 6𝑥 − 36 

                     𝑓′(𝑥) = 0 ⇒ 6(𝑥2 + 𝑥 − 6) = 0 

                                      ⇒ 6(𝑥 + 3)(𝑥 − 2) = 0 

                                     ⇒ 𝑥 = −3 , 2are the critical points. 

                        𝑓′′(𝑥) = 12𝑥 + 6 

We divide the real line into intervals whose end points are the critical points 𝑥 = 2 , −3 

and list them in a table. 

Interval 6(𝑥 + 3) 𝑥 − 2 𝑓′(𝑥) 𝑓(𝑥) 

𝑥 < −3 − − + increasing 

−3 < 𝑥

< 2 

+ − − decreasing 

𝑥 > 2 + + + increasing 

Now we apply the first derivative test to find the local extremum values. 

𝑓(𝑥)changes from increasing to decreasing at 𝑥 = −3 . Thus the function has a local 

maximum 𝑥 = −3 and local maximum value is 𝑓(−3) = 2(−3)3 + 3(−3)2 − 36(−3) 

                                                                        = 2(−27) + 3(9) + 108 

                                                                        = −54 + 27 + 108    = 81 

𝑓(𝑥) changes from decreasing to increasing at 𝑥 = 2 . Thus the function has a local 

minimum 𝑥 = 2 and local minimum value is 𝑓(2) = 2(2)3 + 3(2)2 − 36(2) 

                                                                  = 2(8) + 3(4) − 72 
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                                                                  = 16 + 12 − 7 = −44 

For concavity test ,𝑓′′(𝑥) = 0 

                                    ⇒ 12𝑥 + 6 = 0 

                                    ⇒ 𝑥 = −
1

2
 

We divide the real line into intervals whose end points are the critical points 𝑥 = −
1

2
 and 

list them in a table. 

Interval 𝑓’’(𝑥) concavity 

𝑥 < −1/2 − downward 

𝑥 > −1/2 + upward 

Since the curve changes from concave downward to concave upward at 𝑥 = −
1

2
 

The point of inflection is [−
1

2
 , 𝑓 (−

1

2
)] 

                                 𝑓 (−
1

2
) = 2 (−

1

2
)

3
+ 3 (−

1

2
)

2
− 36 (−

1

2
) 

                                              = 2 (−
1

8
) + 3 (

1

4
) + 18 

                                              = −
1

4
+

3

4
+ 18 

                                              =
−1+3+72

4
 

                                              =
74

4
  =

37

2
 

                              Hence the point of inflection are (−
1

2
 ,

37

2
) 

Example:  

          Find the interval of concavity and the inflection points. Also find the extreme 

values on what interval is f increasing or decreasing. 

a) (𝒙) = 𝒔𝒊𝒏𝒙 + 𝒄𝒐𝒔𝒙 , 𝟎 ≤ 𝒙 ≤ 𝟐𝝅 

b) 𝒇(𝒙) = 𝒆𝟐𝒙 + 𝒆−𝒙 

c) 𝒇(𝒙) = 𝒙 + 𝟐𝒔𝒊𝒏𝒙 , 𝟎 ≤ 𝒙 ≤ 𝟐𝝅 
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Solution: 

a) (𝒙) = 𝒔𝒊𝒏𝒙 + 𝒄𝒐𝒔𝒙 , 𝟎 ≤ 𝒙 ≤ 𝟐𝝅 

            𝑓′(𝑥) = 𝑐𝑜𝑠𝑥 − 𝑠𝑖𝑛𝑥 

            𝑓′(𝑥) = 0 ⇒ 𝑐𝑜𝑠𝑥 = 𝑠𝑖𝑛𝑥 

                             ⇒ 𝑥 =
𝜋

4
 ,

5𝜋

4
are the critical points. 

Interval Sign of f ’ Behaviour of f 

0 < 𝑥 <
𝜋

4
 + increasing 

𝜋

4
< 𝑥 <

5𝜋

4
 

+ increasing 

5𝜋

4
< 𝑥 < 2𝜋 

- decreasing 

(i)  Maximum at  
𝜋

4
 , 𝑓′ (

𝜋

4
) = 𝑠𝑖𝑛

𝜋

4
+ 𝑐𝑜𝑠

𝜋

4
 

                                             =
1

√2
+

1

√2
=

2

√2
= √2 

(ii)  Minimum at  
5𝜋

4
 , 𝑓′ (

5𝜋

4
) = 𝑠𝑖𝑛

5𝜋

4
+ 𝑐𝑜𝑠

5𝜋

4
 

                                               = −√2 

𝑓′′(𝑥) = −𝑠𝑖𝑛𝑥 − 𝑐𝑜𝑠𝑥 = −(𝑠𝑖𝑛𝑥 + 𝑐𝑜𝑠𝑥) 

         𝑓′′(𝑥) = 0 ⇒ −(𝑠𝑖𝑛𝑥 + 𝑐𝑜𝑠𝑥) = 0 

                            ⇒ 𝑠𝑖𝑛𝑥 = −𝑐𝑜𝑠𝑥 

                            ⇒ 𝑥 =
3𝜋

4
 ,

7𝜋

4
 

Interval Sign of 𝑓’’ Behaviour of f 

0 < 𝑥 <
3𝜋

4
 

− Concave down 

3𝜋

4
< 𝑥 <

7𝜋

4
 

+ Concave up 
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3𝜋

4
< 𝑥 < 2𝜋 

− Concave down 

Inflection points are (
3𝜋

4
, 0) , (

7𝜋

4
, 0) 

Since 𝑓 (
3𝜋

4
) = 0, 𝑓 (

7𝜋

4
) = 0 

b) 𝑓(𝑥) = 𝑒2𝑥 + 𝑒−𝑥 

              𝑓′(𝑥) = 2𝑒2𝑥 − 𝑒−𝑥 

             𝑓′(𝑥) = 0 ⇒ 2𝑒2𝑥 − 𝑒−𝑥 = 0 

                               ⇒ 2𝑒2𝑥 = 𝑒−𝑥 

                               ⇒ 𝑒3𝑥 =
1

2
 

                               ⇒ 3𝑥 = log (
1

2
) 

                               ⇒ 𝑥 =
1

3
[log 1 − 𝑙𝑜𝑔2] 

                               ⇒ 𝑥 =
1

3
[0 − 0.693] 

                               ⇒ −0.23are the critical points. 

Interval Sign of 𝑓 ‘ Behaviour of f 

−∞ < 𝑥 < −0.23 − decreasing 

−0.23 < 𝑥 < ∞ + increasing 

The first derivative test tells us that there is a local minimum at 𝑥 = −0.23 

                   𝑓(−0.23) = 𝑓 (−
1

3
𝑙𝑜𝑔2) = 𝑓 (𝑙𝑜𝑔2−

1

3) 

                                    = 𝑒2𝑙𝑜𝑔2−1/3
+ 𝑒−𝑙𝑜𝑔2−1/3

 

                                    = 𝑒𝑙𝑜𝑔(2−1/3)
2

+ 𝑒𝑙𝑜𝑔(2−1/3)
−1

 

                                    = (2−1/3)
2
+(2−1/3)

−1
 

                                    = (2)−2/3+(2)1/3 

               𝑓′′(𝑥) = 4𝑒2𝑥 + 𝑒−𝑥 

               𝑓′′(𝑥) = 0 ⇒ 4𝑒2𝑥 + 𝑒−𝑥 = 0 
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                                 ⇒ 4𝑒2𝑥 = −𝑒−𝑥 

                                ⇒ 𝑒3𝑥 = −
1

4
 

                                            ⇒ 3𝑥 = 𝑙𝑜𝑔 (−
1

4
) 

                                            ⇒ 𝑥 =
1

3
𝑙𝑜𝑔 (−

1

4
) 

                                            ⇒ 𝑥 =
1

3
(−𝑙𝑜𝑔 4 ) 

                                                    = −
1

3
(𝑙𝑜𝑔 4 )  = −0.46 

Interval                                     Sign of 𝑓′′ Behaviour of f 

−∞ < 𝑥 < −0.46 + Concave up 

−0.46 < 𝑥 < ∞ + Concave up 

No inflection points. 

c) 𝑓(𝑥) = 𝑥 + 2𝑠𝑖𝑛𝑥 ,   0 ≤ 𝑥 ≤ 2𝜋 

                 𝑓′(𝑥) = 1 + 2𝑐𝑜𝑠𝑥 

                𝑓′(𝑥) = 0 ⇒ 2𝑐𝑜𝑠𝑥 = −1 

                                  ⇒ 𝑐𝑜𝑠𝑥 = −
1

2
 

                                  ⇒ 𝑥 =
2𝜋

3
,

4𝜋

3
are the critical points. 

Interval Sign of 𝑓’ Behaviour of f 

0 < 𝑥 <
2𝜋

3
 

+ increasing 

2𝜋

3
< 𝑥 <

4𝜋

3
 

− decreasing 

4𝜋

3
< 𝑥 < 2𝜋 

+ increasing 

The first derivatives test tells us that there is a 

(i) Local maximum at 
2𝜋

3
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                𝑓 (
2𝜋

3
) =

2𝜋

3
+ 2 sin (

2𝜋

3
) = 3.83 

(ii)Local minimum at 
4𝜋

3
 

               𝑓 (
4𝜋

3
) =

4𝜋

3
+ 2 sin (

4𝜋

3
)  = 2.46 

                 𝑓′′(𝑥) = −2𝑠𝑖𝑛𝑥 

                   𝑓′′(𝑥) = 0 ⇒ −2𝑠𝑖𝑛𝑥 = 0 

                                    ⇒ 𝑠𝑖𝑛𝑥 = 0 ⇒ 𝑥 = 0, 𝜋, 2𝜋 

 

 

 

 

Inflection 

points are (𝜋, 𝜋) 

Example:   

      Find a cubic function 𝒇(𝒙) = 𝒂𝒙𝟑 + 𝒃𝒙𝟐 + 𝒄𝒙 + 𝒅 that has a local maximum 

 value of  3 at 𝒙 = −𝟐 and a local minimum value of 0  at 𝒙 = 𝟏 

Solution:  

                Given 𝑓(𝑥) = 𝑎𝑥3 + 𝑏𝑥2 + 𝑐𝑥 + 𝑑 

                          𝑓′(𝑥) = 3𝑎𝑥2 + 2𝑏𝑥 + 𝑐 

                         𝑓′(𝑥) = 0 ⇒ 3𝑎𝑥2 + 2𝑏𝑥 + 𝑐 = 0 

Given the critical points are 𝑥 = −2 , 𝑥 = 1 

                        ⇒ 3𝑎𝑥2 + 2𝑏𝑥 + 𝑐 = (𝑥 + 2)(𝑥 − 1) 

                       ⇒ 3𝑎𝑥2 + 2𝑏𝑥 + 𝑐 = 𝑥2 + 𝑥 − 2 

Equating the like terms we get 

3𝑎 =  1,            2𝑏 =  1,               𝑐 =  −2 

𝑎 =
1

3
                 𝑏 =

1

2
 

Given 𝑓(−2) = 3 𝑎𝑛𝑑 𝑓(1) = 0 

Interval Sign of 𝑓′′ Behaviour of f 

0 < 𝑥 < 𝜋 + Concave up 

𝜋 < 𝑥 < 2𝜋 − Concave down 
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                          𝑓(1) = 0 ⇒ 𝑎 + 𝑏 + 𝑐 + 𝑑 = 0 

                                          ⇒
1

3
+

1

2
− 2 + 𝑑 = 0 

                                         ⇒ 𝑑 = 2 −
1

3
−

1

2
=

7

6
 

                          ∴ 𝑓(𝑥) =
1

3
𝑥3 +

1

2
𝑥2 − 2𝑥 +

7

6
 

Exercise: 

1. Find the interval on which f is increasing or decreasing: 

(i) 𝑓(𝑥) = 𝑥4 − 2𝑥2 + 3 

Ans: Decreasing on (−∞, −1) ∪ (0,1)and increasing on(−1,0)and (1, ∞) 

(ii) 𝑓(𝑥) = √3𝑥 − 2𝑐𝑜𝑠𝑥,   0 ≤ 𝑥 ≤ 2𝜋 

Ans: Increasing on (0,
4𝜋

3
)and decreasing on(

4𝜋

3
, 2𝜋) 

c) 𝑓(𝑥) =
8𝑥

𝑥2+4
             Ans: Decreasing on (−∞, −2) ∪ (2, ∞)and increasing on(−2,2) 

2. Find the local maximum and minimum values of f 

(i) 𝑓(𝑥) = 4𝑥3 + 3𝑥2 − 6𝑥 + 1        

 Ans: Local minimum is𝑓 (
1

2
) = −

3

4
    Local maximum is 𝑓(−1) = 6 

(ii) 𝑓(𝑥) =
𝑥2

𝑥2+3
                                                 Ans: Local minimum is 𝑓(0) = 0 

(iii) 𝑓(𝑥) = 𝑥 − 𝑠𝑖𝑛𝑥 ,   0 ≤ 𝑥 ≤ 2𝜋               Ans: neither maximum nor minimum 

3. Find the interval of concavity and the inflection points: 

(i) 𝑓(𝑥) = 𝑥4 − 8𝑥2 + 16 

Ans: concave up on (−∞, −
2

√3
) ∪ (

2

√3
, ∞)and concave down on(−

2

√3
,

2

√3
) 

(ii) 𝑓(𝑥) = 𝑒1/𝑥    Ans: concave down on(−∞, −
1

2
) and concave up on (−

1

2
, 0) ∪ (0, ∞) 

(iii) 𝑓(𝑥) = 𝑥 + 2𝑠𝑖𝑛𝑥 , 0 ≤ 𝑥 ≤ 2𝜋 

Ans: concave up on (0, 𝜋)and concave down on(𝜋, 2𝜋) 

4. Suppose 𝑓’’ is continuous on(−∞, ∞) 

(i) If 𝑓′(2) = 0 and𝑓′′(2) = −5, what can you say about  ? 

 (ii) If 𝑓′(6) = 0 and𝑓′′(6) = 0, what can you say about  ? 
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Ans: f has a local maximum at 2 and f has a horizontal tangent at 6. 

5. Show that the curve 𝑦 = 𝑒−𝑥and 𝑦 = −𝑒−𝑥 touch the curve 𝑦 = 𝑒−𝑥 𝑠𝑖𝑛𝑥 at its                

inflection points. 

 

 Indeterminate Form and L’ Hospital Rule 

                  The indeterminate forms are
0

0
 , 0 × ∞ ,

∞

∞
 , ∞ − ∞ , 00 , ∞0 , 1∞. 

Type: I (For Indeterminate form of  
𝟎

𝟎
 ) 

𝐥𝐢𝐦
𝒙→𝒂

𝒇(𝒙)

𝒈(𝒙)
= 𝐥𝐢𝐦 

𝒙→𝒂

𝒇′(𝒙)

𝒈′(𝒙)
 

 

Example: 

       Evaluate the following 

1. lim
x→−1

𝑥2−1

𝑥+1
2. lim

x→0

√1+2𝑥−√1−4𝑥

𝑥
 

3. lim
x→1

𝑥−(𝑛+1)𝑥𝑛+1+𝑛𝑥𝑛+2

(1−𝑥)2
                 4.lim

𝑥→1

1−𝑥

logx
 

5. lim
𝑥→𝑎

𝑎𝑥−𝑥𝑎

𝑥𝑥−𝑏𝑏
                                    6. lim

𝑥→0

𝑒𝑥−1−𝑥

𝑥2
 

7. lim
𝑥→𝜋/2

(
1+𝑐𝑜𝑠2𝑥

(𝜋−2𝑥)2)                     8. lim
𝑥→0

tan ℎ𝑥

𝑡𝑎𝑛𝑥
 

9.lim
𝑥→0

𝑠𝑖𝑛−1𝑥

𝑥
                                   10. lim

𝑥→0

𝑒2𝑥−1

𝑠𝑖𝑛𝑥
 

Solution: 

1. lim
x→−1

𝑥2−1

𝑥+1
=

(−1)2−1

−1+1
=

0

0
 

      Applying L’Hospital’s  Rule: 

                     lim
x→−1

𝑥2−1

𝑥+1
= lim

x→−1

2x

1
= −2 

2. lim
x→0

√1+2𝑥−√1−4𝑥

𝑥
=

1−1

0
=

0

0
 

              Applying L’Hospital’s  Rule: 
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                   lim
x→0

√1+2𝑥−√1−4𝑥

𝑥
= lim

𝑥→0

2

2√1+2𝑥
−

(−4)

2√1−4𝑥

1
 

= 1 + 2 = 3 

  3.  lim
x→1

𝑥−(𝑛+1)𝑥𝑛+1+𝑛𝑥𝑛+2

(1−𝑥)2 =
1−(𝑛+1)+𝑛

0
=

0

0
 

         Applying L’Hospital’s Rule: 

                 =  lim
       x→1

1−(𝑛+1)2𝑥2+𝑛(𝑛+2)𝑥𝑛+1

2(1−𝑥)(−1)
=

1−(𝑛+1)2+𝑛(𝑛+2)

0
 

                                                                   =
0

0
 

                =  lim
       x→1

−𝑛(𝑛+1)2𝑥𝑛−1+𝑛(𝑛+1)(𝑛+2)𝑥𝑛

2
 

                                                =
−𝑛(𝑛+1)2+𝑛(𝑛+1)(𝑛+2)

2
 

                                                =
𝑛(𝑛+1)(−𝑛−1+𝑛+2)

2
 

                                                 =
𝑛(𝑛+1)

2
 

4. lim
𝑥→1

1−𝑥

log x
=

0

0
 

     Applying L’Hospital’s Rule: 

                              lim
𝑥→1

1−𝑥

log x
=

−1

1/𝑥
= −1 

5. lim
𝑥→𝑎

𝑎𝑥−𝑥𝑎

𝑥𝑥−𝑏𝑏
=

0

0
 

                  Let 𝑢 = 𝑎𝑥                                           Let 𝑢 = 𝑥𝑥 

                  𝑙𝑜𝑔 𝑢 =  𝑥 𝑙𝑜𝑔 𝑎                               𝑙𝑜𝑔 𝑢 =  𝑥 𝑙𝑜𝑔 𝑥   

                                     
1

𝑢

𝑑𝑢

𝑑𝑥
= log 𝑎

1

𝑢

𝑑𝑢

𝑑𝑥
= 𝑥

1

𝑥
+log 𝑥 

                                      
𝑑𝑢

𝑑𝑥
= 𝑢 log𝑎

𝑑𝑢

𝑑𝑥
= 𝑢[1 + log 𝑥] 

                                           = 𝑎𝑥𝑙𝑜𝑔𝑎 = 𝑥𝑥(1 + 𝑙𝑜𝑔𝑥) 

Applying L’Hospital’s Rule 

                       lim
𝑥→𝑎

𝑎𝑥−𝑥𝑎

𝑥𝑥−𝑏𝑏 = lim
𝑥→𝑎

𝑎𝑥𝑙𝑜𝑔𝑥−𝑎𝑥𝑎−1

𝑥𝑥(1+𝑙𝑜𝑔𝑥)
=

𝑎𝑎𝑙𝑜𝑔𝑎−𝑎𝑎𝑎𝑎−1

𝑎𝑎(1+𝑙𝑜𝑔𝑎)
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                                                                                    =
𝑎𝑎(𝑙𝑜𝑔𝑎−1)

𝑎𝑎(1+𝑙𝑜𝑔𝑎)
 

                                                                                    =
𝑙𝑜𝑔𝑎−𝑙𝑜𝑔𝑒

𝑙𝑜𝑔𝑒+𝑙𝑜𝑔𝑎
 

                                                                                    =
log (

𝑎

𝑒
)

log (𝑎𝑒)
(∵ log 𝑒 = 1 

6. lim
𝑥→0

𝑒𝑥−1−𝑥

𝑥2 =
𝑒0−1−0

0
=

0

0
 

                    Applying L’Hospital’s Rule 

                           lim
𝑥→0

𝑒𝑥−1−𝑥

𝑥2 = lim
𝑥→0

𝑒𝑥−1

2𝑥
=

0

0
 

                                                   = lim
𝑥→0

𝑒𝑥

2
 

                                                   =
1

2
 

7. lim
𝑥→𝜋/2

1+cos 2𝑥

(𝜋−2𝑥)2
=

1+𝑐𝑜𝑠𝜋

(𝜋−𝜋)2
=

0

0
[∵ 𝑐𝑜𝑠𝜋 = −1] 

Applying L’Hospital’s Rule 

                  lim
𝑥→𝜋/2

1+cos 2𝑥

(𝜋−2𝑥)2 = lim
𝑥→𝜋/2

−2𝑠𝑖𝑛2𝑥

2(𝜋−2𝑥)(−2)
 

                                             =
−2𝑠𝑖𝑛2𝜋/2

2(𝜋−2𝜋/2)(−2)
=

0

0
 

Again Applying L’Hospital’s Rule 

                                               = lim
𝑥→

𝜋

2

2𝑐𝑜𝑠2𝑥

2(−2)
=

−2

−4
=

1

2
 

8. lim
𝑥→0

tan ℎ𝑥

𝑡𝑎𝑛𝑥
=

0

0
 

Applying L’Hospital’s Rule 

                        lim
𝑥→0

tan ℎ𝑥

𝑡𝑎𝑛𝑥
= lim

𝑥→0

𝑠𝑒𝑐ℎ2𝑥

𝑠𝑒𝑐2𝑥
=

1

1
= 1 

9.lim
𝑥→0

𝑠𝑖𝑛−1𝑥

𝑥
=

0

0
 

   Applying L’Hospital’s Rule 

                               lim
𝑥→0

𝑠𝑖𝑛−1𝑥

𝑥
=  lim

𝑥→0

1

√1−𝑥2

1
= 1 
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10. lim
𝑥→0

𝑒2𝑥−1

𝑠𝑖𝑛𝑥
=

1−1

0
=

0

0
 

     Applying L’Hospital’s Rule 

                         lim
𝑥→0

𝑒2𝑥−1

𝑠𝑖𝑛𝑥
= lim

𝑥→0

2𝑒2𝑥

𝑐𝑜𝑠𝑥
=

2

1
= 2 

 

Type: II (For Indeterminate form of 
∞

∞
 ) 

Example:  

      Evaluate the following 

1. lim
𝑥→∞

𝑒𝑥

𝑥2
                              2. lim

𝑥→0

log 𝑠𝑖𝑛2𝑥

log 𝑠𝑖𝑛𝑥
 

3. lim
𝑥→0

log 𝑥

𝑐𝑜𝑠𝑒𝑐𝑥
                          4. lim

𝑥→0
𝑥𝑙𝑜𝑔𝑥 

5. lim
𝑥→0

(
1

𝑥
−

1

𝑒𝑥−1
) 

Solutions: 

1. lim
𝑥→∞

𝑒𝑥

𝑥2
=

𝑒∞

∞2
=

∞

∞
 

     Applying L’Hospital’s Rule 

                                 lim
𝑥→∞

𝑒𝑥

𝑥2
=

𝑒𝑥

2𝑥
=

∞

∞
 

                                                   = lim
𝑥→∞

𝑒𝑥

2
=

∞

2
= ∞ 

2. lim
𝑥→0

log 𝑠𝑖𝑛2𝑥

log 𝑠𝑖𝑛𝑥
=

∞

∞
 

    Applying L’Hospital’s Rule 

                               lim
𝑥→0

log 𝑠𝑖𝑛2𝑥

log 𝑠𝑖𝑛𝑥
= lim

𝑥→0

1

sin 2𝑥
2𝑐𝑜𝑠2𝑥

1

𝑠𝑖𝑛𝑥
𝑐𝑜𝑠𝑥  

                                                         = lim
𝑥→0

2𝑐𝑜𝑡2𝑥

𝑐𝑜𝑡𝑥
=

∞

∞
 

                                                         = lim
𝑥→0

2𝑡𝑎𝑛𝑥

𝑡𝑎𝑛2𝑥
=

0

0
 

Again Applying L’Hospital’s Rule 
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                                                          = lim
𝑥→0

2𝑠𝑒𝑐2𝑥

2𝑠𝑒𝑐22𝑥
=

2

2
= 1  

3. lim
𝑥→0

log 𝑥

𝑐𝑜𝑠𝑒𝑐𝑥
 

Applying L’Hospital’s Rule 

                                          lim
𝑥→0

log 𝑥

𝑐𝑜𝑠𝑒𝑐𝑥
= lim

𝑥→0

1/ 𝑥

−𝑐𝑜𝑠𝑒𝑐𝑥𝑐𝑜𝑡𝑥
=

∞

∞
 

                                                                = lim
𝑥→0

−𝑠𝑖𝑛𝑥 𝑠𝑖𝑛𝑥

𝑥𝑐𝑜𝑠𝑥
= lim

𝑥→0

−𝑠𝑖𝑛2𝑥

𝑥𝑐𝑜𝑠𝑥
=

0

0
 

Again Applying L’Hospital’s Rule 

                                              = lim
𝑥→0

2𝑠𝑖𝑛𝑥𝑐𝑜𝑠𝑥

−𝑠𝑖𝑛𝑥+𝑐𝑜𝑠𝑥
=

0

1
= 0 

Type: III (Indeterminate form are   𝟎 × ∞ , ∞ − ∞ , ∞𝟎 𝒂𝒏𝒅  𝟏∞) 

Example:  

 Evaluate 

1.lim
𝑥→0

𝑥𝑙𝑜𝑔𝑥  

2.lim
𝑥→0

(
1

𝑥
−

1

𝑒𝑥−1
) 

Solution: 

              lim
𝑥→0

𝑥𝑙𝑜𝑔𝑥 = 𝑜 × ∞ 

                                     =  lim
𝑥→0

𝑙𝑜𝑔𝑥

1/𝑥
=

∞

∞
 

Applying L’Hospital’s Rule 

                               lim
𝑥→0

𝑥𝑙𝑜𝑔𝑥 =  lim
𝑥→0

1/𝑥

(−1/𝑥2)
=  lim

𝑥→0
(−𝑥) = 0 

2.lim
𝑥→0

(
1

𝑥
−

1

𝑒𝑥−1
) = ∞ − ∞ 

            Consider 
1

𝑥
−

1

𝑒𝑥−1
=

𝑒𝑥−1−𝑥

𝑥(𝑒𝑥−1)
=

0

0
 

Applying L’Hospital’s Rule 

                      lim
𝑥→0

(
1

𝑥
−

1

𝑒𝑥−1
) = lim

𝑥→0

𝑒𝑥−1

𝑥𝑒𝑥+(𝑒𝑥−1)
=

0

0
 

Again Applying L’Hospital’s Rule 

                                                           = lim
𝑥→0

𝑒𝑥

𝑥𝑒𝑥+𝑒𝑥+𝑒𝑥
=

1

0+1+1
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                                                           =
1

2
 

Exercise:  

1.  Evaluate 

(i) lim
𝑥→1

𝑥3−2𝑥2+1

𝑥3−1
                                       Ans: −

1

3
 

(ii) lim
𝑡→1

𝑡8−1

𝑡5−1
                                              Ans: 

8

5
 

(iii)  lim
𝑥→0

√1+𝑥2−√1−𝑥2

𝑥2
                       Ans: 1 

(iv)  lim
𝑥→1

log 𝑥

𝑥−1
                                            Ans : 1                     

(v) lim
𝑥→0

𝑥𝑒𝑥−log (1+𝑥)

𝑥2
                                 Ans: 3/2 

(vi)  lim
𝑥→0

tan 𝑥−𝑥

𝑥3
                                        Ans: 1/3 

(vii)  lim
𝑥→0

sin log (1+𝑥)

log (1+𝑠𝑖𝑛𝑥)
                        Ans: 1 

(viii)  lim
𝑥→0

𝑒3𝑥+𝑒−3𝑥−2

5𝑥2
                        Ans: 9/5 

(ix)  lim
𝑥→0

𝑒𝑥+𝑠𝑖𝑛𝑥−1

log (1+𝑥)
                         Ans: 2 

(x) lim
𝑥→0

𝑐𝑜𝑠𝑒𝑐𝑥−𝑐𝑜𝑡𝑥

𝑥
                                    Ans: ½ 

2.  Evaluate 

(i)  lim
𝑥→∞

log 𝑥

√𝑥
                         Ans: 0 

(ii)  lim
𝑥→∞

log 𝑥

√𝑥
3                          Ans: 0 

(iii)  lim
𝑥→∞

log 𝑥

cot 𝑥
                         Ans: 0 

3.  Evaluate 

(i)  lim
𝑥→∞

𝑥3𝑒−𝑥2
                         Ans: 0 

(ii)  lim
𝑥→∞

𝑥1/𝑥                         Ans: 1 

(iii)  lim
𝑥→0+

𝑥𝑥                                            Ans: −1 
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