ROHINI COLLEGE OF ENGINEERING AND TECHNOLOGY

Problems on Wide Sense Stationary (WSS):

1. Show that the random process (t) = A co(mt + 0) is WSS, where
A and m are constants and @ is uniformly distributed on the interval

(0,2m)
Solution:

Given, (t) = A cos(wt + 6)

6 is uniformly distributed on the interval (0, 2m)
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f() = a<6<b

b—a’
) = . 0<0<2
f0) = 2w’ "
To Prove (t) is WSS.
()Mean = E[X(t)] = constant
(ii) Auto correlation R(r) = E[X(t)X(t + r)] depends on r

i) [O= [ X©®F06)do

- B cos(wt + 0) ' a6
0 21

— A . o
=% [sin(wt + 6)]3

=2—i [sin(wt + 27) — sin(wt + 0)]

=2—i[sin wt — sin wt] = 0
[X(t)] = 0 is constant.
(i)Rxx(r) = E[X(©O)X(t + )]
= [A cos(wt + 0) A cos(w(t + 1) + )]

= [A?][cos(wt + O) cos(w(t + 1) + 0)]

1
=A% —[cos(wt + 0 + wt + wr +6) cos(wt+0 —wt —wr —0)]2
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cos(—60) = cos 6

1
cos Acos B = > [cos(A + B) + cos(A — B)]

1
= A%2—[cosQwt + 26 + wr) cos(—wr)]2

2
=2 [cos2wt + 20 + wr) cos(wr)]
2

AZ

= 7[C05 wr + fozn cos(2wt + 26 + wr) %d@]

: 2
2 2 sin (2wt+260+wc)
= A_ CoS wr + A_[
2 41 2 0

2o ]
— 2 cos wr + —[sinQRwt + wr + 41) — sin(Rwt + wr)]
2 81

A% .
_ 42 cos wr + L [sinQuwt + wr) — sin2wt + wr)]
2 8m

AZ
cos wr + —[0]
8w

AZ
2

AZ
RXX(r) 3 ~ €0s wr

Hence (t) is WSS process.

2.Show that the random process X(t) = A cos At + B sin At where 4 is a
constant, A and B are random variables, is WSS if (i) E[A] = E[B] = 0

(ii) [42] = [B?] and (iii) E[AB] = 0

Solution:
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Given, (t) = Acos At + B sin At

[A] = [B] =0, E[A?] = E[B?] , E[AB] =0
To Prove (&) is WSS.
(l)Mean = E[X(t)] = constant
(i) Auto correlation R(r) = E[X(£)X(¢t + )] depends on r
(D)[X(t)] = [Acos At + B sin At ]
= [A] cos At + [B] sin At
=0 * cos At + 0 * sin At
[X(t)] = 0 is constant.
(i)Rxx(r) = E[X(©)X(t + 1)]
= [(Acos At + B sin At)(Acos A(t + 1) + B sin A(t +1))]

= [A%cos At cos (t + 1) + AB cos At sin A(t + 1)

+ AB sin At cos (t + 1) + B2sin At sin (t + r)]

= [A2cos At cos (t + 1) ]+ E[AB cos At sin A(t +1)] +

[AB sin At cos (t + 1) | + [B%sin At sin A(t + 1)]
= [A2cos At cos (t + 1) ]+ E[B2%sin At sin A(t + )]

= [A2%] cos At cos (t + 1) + E[B?]sin At sin A(t + 1)
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=kcos At cos (t+71)+ ksinAtsin(t+71)

= [cos At cos (t + 1) + sin At sin A(t + 1)]

= [cos( At — At — Ar)]

cos(—6) = cos O

cos Acos B + sinAsin B = cos(4 — B)

= [cos( —Ar)]
= [cos (Ar)]
Hence (t) is WSS process.

3. Given a random variable y with characteristic function (m) =
[eimy] and a random process (t) = cos(At + y). Show that (t) isstationary

in the wide sense if (1) = @(2) =0
Solution:
Given, (t) = cos(At + y)

(w) = [ei@Y] = E[cos wy + isin wy]

= [cos wy] + i E[sin wy]

Given, (1) =0

= 0 = [cos y] + i E[sin y]

[cosy] = 0; E[siny] =0
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Given, (2) =0

= 0 = [cos 2y] + i E[sin 2y]

[cos 2y] = 0; E[sin 2y] =0

To Prove (t) is WSS.

()Mean = E[X(t)] = constant

(ii) Auto correlation R(r) = E[X(t)X(t + r)] depends on r

DX ()] = [cos(At +y) ]

= [cos At cos y — sin At sin y]

Cos(A + B) =cos Acos B — sin AsinB

cos Acos B ==[cos(A + B) + cos(4 — B)]

N |-

= cos At [cos | — sin At E[sin y]

=cosAt *0 —sinAt x 0

[X(t)] = 0 is constant.

(i)Rxx(r) = E[X(O)X(t + 1)]

=[cos (At +y) cos ((t+7r)+y)]

= [cos (At +y) cos (At + Ar + ) |

1
=—[cos(At+y+ At +Ar+y) + cos(At +y — At — Ar — y)]2
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1
= —[cos(2At + 2y + Ar) + cos(—Ar)]2

1 1
= 5 cos Ar + > [cos(2At + Ar) cos 2y — sin (2At + Ar) sin 2y]

1 1 1
= - cos Ar + Ecos(2/1t + Ar) E[cos 2y] — Esin (2At + Ar) E[sin 2y]

1 1
=Ec05/1r + E(O)

1
R(r) = €08 Ar

Hence {(t)} is WSS process.

4. Show that the process X(t) = Ycos mt + Zsin mt where Y and Z
independent RV’s which follows N(0, 6%) and m is a constant, is wide sense
stationary.

Solution:

Given (t) = Ycos wt + Zsin wt, where Y and Z are independent(i)(Y) =
E(Z)=0

(i) (YZ) = 0

(iii) (Y?) = (Z2%) = o?

To prove {(t)} is a WSS process,
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(1) E[X(¢t)] is a constant
(2) R(tq,ty) is a function of r

(1) [(t)] = E[Ycos wt + Zsin wt]
= (Y)cos wt + E(Z)sin wt

=040 =0 From (i)
~ [(t)] is a constant
(2) R(ty, t2) = E[X(t)X(E2)]
= [(Ycos wty + Zsin wtq)(Ycos wty + Zsin wty)]
= [V?2 cos wt; cos wt, + YZ sin wt; cos wt1 + ZYsin wtycos wt;

+Z2sin wt;sin wt;]
= (Y2)cos wticos wty + E(YZ)sin wtycos wty + E(YZ)sin wt cos wt;

+(Z?%)sin wtysin wt;
= o2cos wticoswt, + 0+ 0 +
02sin wtysin wt; ﬂgm (i) & (i)
= 02[cos wtcos wty + sin wtSin wt;]
= o2cos(wt1 — wt2)
= o2cos[w(t1 — t2)]
Ryx(t1,t2) = o%cos wr

R(t4, ty) is a function of r.

Since the conditions (1) and (2) for WSS are satisfied.
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Hence, {(t)} is a WSS Process.

5. 1f (t) =Ycos t + Zsin t, where Y and Z are independent binary
random variables each of which assumes the values —1 and +2 with

probabilities 2 and 1 respectively. Prove that {(t)} is WSS.
3 3

Solution:

Given (t) = Ycos t + Zsin t, where Y and Z are independent binary randomvariables.

The probability distribution of Y and Z are given by

P(y) |23 |1/3 PGZ) |23 |13

2 1
N =2 @)= D+20()
(Y)=0

=% YO =1()+4Q
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Similarly, (Z) = 0, (Z2) = 2.

Since, Y and Z are independent, (YZ) = (Y)E(Z) =0

To prove {(t)} is a WSS process

(1) E[X(t)] is a constant
(2) R(tq, t2) is a function of n of r

(1) [(t)] = E[Ycos t + Zsin t]

= (Y)cost + E(Z)sint = 0
~ [(t)] is a constant.
(2) R(ty, tz) = E[X(£1)X(t2)]
= [(Ycosty + Zsinty)(Ycost, + Zsinty)]
= [Y2cos ticos t; + YZsin tycos t; + YZsin ticos t; + Z2sin tysin t;]
= (Y?)cos ticosty + E(YZ)sin tycosty + E(YZ)sin ticos t;
+(Z?)sin tisin t
= 2cos ticosty + 2sin tysint;

= 2cos(t; — ty) = 2c0S T

R(t4,t») is a function of r.

Since the conditions (1) and (2) for WSS are satisfied.

Hence, {(t)} is a WSS Process.
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6. Consider the process (t) = ™ ;_, (A(A;cos p;t + B;sin p;t) where A;
and B; are uncorrelated R.v’s with mean’ 0 > & variance . Prove that
{(t)}is a WSS process.

Solution:

Given (t) = ¥ ;-4 (Ajcos p;t + B;sinp;t)

A; and B;are Rv’s
Given Means of A;and B; =0 = [4;] = 0 & [B;] = 0 and

Var[A4;] = Var[B;] = ¢?

l

= [A?] = [B?] = o?

i i i

Also A; and B;are uncorrelated .- [4;B;] = 0 for all i, j
[ALA]] = [BlB]] =0 fori * j
To prove {(t)} is a WSS process

(1) E[X(t)] is a constant

(2) R(tq,ty) is a function of r.

(1) [(D)] = E[X™ ;=1 (Aicosp;t + B;sinp;t)]

= Yr [(4)cosp;t + E(By)sinp;t] =0

~ [(t)] is a constant.
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2) The ACF of {(t)} is given by (r) = E[X(t1)X(t2)]

l

= [Zn .:1(AiCOS pl‘t1 + BiSiI’l pitl)z;l:1 (AjCOS pjtz + BjSil’l pjtZ)

= X" 1212;;1 (Ajcos p;t1 + B;sin p;t1)(Ajcos pjt; + Bjsin pjty)]

=E[Z_" 127} . [[Al-Ajcos piticos pjt; + A;Bjcos p;tisin pjt; +
i=1 j=
A;B;sin p;ticos p, t2 +B;B;sin p;t1sin pjt;)]

=yn Y [[(A;A )cosp;ti cos pjt2 + E(A;B)) cos p;ty sinp;t, +

i=1 j=1

(A;B;)sin p;ticos p, t2 +E(B;B;)sin p;tisin pjt;)]

:Z?=1Z;l=1 [(A;A )cos p;t cos pjt,+E(B;B))sin p;tisin p;t,)]

=Y1L1[(A)%cos p;ty cos pjt,+E(B;)%sin p;tisin pjt,)]

= Zilaiz(cos piticos p;ty + sin p;tisinp;ty) = ZLlUZCOS(Pitl — pity)
(r) = Z”izlazcos piTr

Rxx(ty, t2) is a function of r.

Since the conditions (1) and (2) for WSS are satisfied.

Hence, {(t)} is a WSS Process.

7. Let (t) = Bsi(100t + 8), where B and 0 are independent RV’ s such that 8

is uniform distributed over (—m, ) and B has mean ‘0” and variance
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‘1°. Find mean and auto correlation function of {X(t)}

Solution:

Given (t) = Bsin(100t + ), where B and 6 are independent RV s.
6 is uniform distributed over (—m, ).
1
O)= — -mw<O<m
2w
Meanof B=0= [B] =0

variance of B=1 = E[B?%] = 1
The mean of (t) is given by
[X(t)] = [B sin(100t + 6)]

= [B][sin(100t + 6)

= 0 X [sin(100t + 68)]
[X(®)] =0
Mean of (t) =0

The ACF of {(t)} is given by

Rxx(t1, t2) = E[X(t1)X(t2)]
= [Bsin(100t; + 6)Bsin(100t; + 6)]
= [B2sin(100t; + 6)sin(100t; + 6)]
= [B?][sin(100¢; + 6)sin(100t; + 6)]

1
=1X EE[cos(100t1 + 8 — 100tz — 8) —cos(100t1 + 6 + 100tz + 8)]
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=1[E[Cos(1ﬁ —-m )-os(0 +1@ +26)]]
1 2 1 2

N

=' E(cos 100r — cos(100t; + 100t + 2601

N o= N

cos 100r —" Heos(100¢1 + 100t, + 26)]
2

_lcos100r—-1f" cos(ﬂt ) + 10 , + 20)f(0) d6

2 2 —n
= 1cos100r —1[ " cos @+ 10 +20) ' do
2 2 -m 1 2 2

p T
= 1cos100r — 1 [sm(100t1+100t2+26)]

2 4 2 —TT

1
= - C0s 1007 — é [sin(100t; + 100t, + 2m) - sin(100¢; + 100t + 2m)]

= Zcos 1007 — L (0) =Lcos100r
T

1
2 2

Auto Correlation function of X(t) = Lcos 100r
2
8. Let (t) = Acos At + Bsin At, where A is a constant and A&B are

independent R 's with mean '0° & variance 1. Prove that {(t)} is covariance

stationary.
Solution:

Given (t) = Acos At + Bsin At, where A&B are RV’s and 4 is a constant.Given
(4) = (B) = 0.

Also given A and B are independent RV’s.
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~ [AB] = [A]E[B] =0
Also given Var(4) = Var(B) =1

= [A%2] = [B?] =1
To prove {(t)} is a covariance stationary process

(1) E[X(t)] is a constant

(2) C(tq, tp) is a function of r
(1) E[X(t)] = E[Acos At + Bsin At]
= [A]cos At + E[B]sin At

[X(®] =0
~ [(t)] is a constant.

(2) Cxx(ty, t2) = E[X(£1)X(£2)] — E[X(ED]E[X(£2)]
= [(Acos Aty + Bsin At1)(Acos At, + Bsin Aty)] — 0 X 0

= [A%cos Aticos Aty + ABcos Atysin At; +

ABsin At cos At,+B2sin At;sin At;]

= [A2]cos Aticos At, + E[AB]cos Atisin Aty + E[AB]sin Aticos At +

[BZ]sin Atisin At
=cos Atycos At; + 0 + 0 + sin Atysin At,

=cos (t; — ty)
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C(t1,tp) = cosAr

~ C(ty, tp) is a function of r
Since the conditions (1) and (2) for Covariance Stationary Process are {X(t)} is

a covariance stationary process.

Problems under SSS process:
For a SSS process, [X(t)] is a constant for every n.

1.Verify whether the sine wave (t) =Y cos wt, where Y is a random

variable uniformly distributed over (0, 1) is a SSS process or not.

Solution:

Given, (t) =Y cos wt, where Y is a random variable uniformly distributed

over (0,1)
~(y)=1;0<y<1

For a SSS process, [X(t)] is a constant for every n.

E[Y]= lyf (y)dy

f() Y

1
y2

1
=[oydy =17 =

N =

[X(t)] = [Y cos wt]

= [Y] cos wt
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1
= _cos wt
2

[(t)] is not a constant.
Hence {(t)} is not a SSS process.

2. Consider random process X((t) defined by X(t) = Ucost + Vsint, where
U and V are independent random variables each of which assumes the
values -2 and 1 with probabilities 1/3and 2/3 respectively. Show that {X(t)}
Is @ wide sense stationary process and not a strict sense stationary
process(SSS)

Solution:

Given (t) = Ucost + Vsint where U and V are R.V’S with the following

probability distributions

u -2 1 Y -2 1

PUU) | 173 | 2/3 P(V) |13 | 2/3

1 2 2 2
(0) = Zup(w) =(=2 x HD+AXH=—-3+7=0

(U2) = Y u?p(w) =4 X 1)+(1 X E): i+E:2
3 3 3 3

1 2 8 2
(U3) =YW =(-8x )+ (1 x )=- £
3 3 3

—/

W

Similarly (V) =0, (V2) = 2,E(V3) = =2

Since U and V are independent R.V’S , follow that
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(UV) = (EV)=0x0=0
U2V) = (UDE(V) =2x0=0
(UV2) = (NE(V2) =0x2 =0

To Prove (t) is WSS.

()Mean = E[X(t)] = constant

(ii) Auto correlation R(r) = E[X(t1)X(t;)] depends onr

(O[X()] = [U cost + V sint |

[Ulcost + [V]sin t

=0+0=0

E[X(t)] is a constant.

(IDR(ty, t2) = E[X(t1)X(t2)]
= [(Ucosty + V sin t1)(U cos t, + V sinty)]

= [U? cos tq cos ty + UV cos t; sint, + UV sin ty cos t; +

V2sin ty sin t;]

= [U?cos ty cos ty | + E[UV costq sinty] + E[UV sinty cos t | +

[VZsin tq sin t;]

= [U? cos tq cos t | + E[V?2sin tq sin t;]

= [U?] cos t1 costy + [VZ]sin t; sin t;
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= 2cos tycos ty; + 2sintysint,

= 2[cos t; cos t; + sintqsin t;]

= 2[cos(t; — t2)]

cos(—6) = cos O

cos Acos B +sinAsin B = cos(A — B)

= 2[cos 7]

Since the conditions (1) and (2) for WSS are satisfied , X(t) is WSS process.

To check {X(t)} is Strict Sense Stationary

[X3(t)] = [(U cost + V sint)3]

= (U3cos3t + 3U?Vcos?tsint + 3UV?costsin?t + V3sin3t)

= (U3)os3t + 3E(U?V)cos?tsint + 3E(UV?)costsin?t + E(V3)sin3t

= —2co0s3t + 0 + 0 — 2sin3t = —2(cos3t + sindt)

Which depends on t.

Hence {X(t)} is not a strict sense stationary process.

Cross Correlation Function:

Let {X(t)} and {Y (t) }be two random processes. Then cross correlation

function of X(t) and Y(t) is Ryy(t1,t, ) = E[X(t1)Y(t2)]
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