
4.5  Clusterin and Eigenvalue Centralities 

 

Clustering Centrality 

Clustering generally refers to the tendency of nodes to group together. In the context of clustering 

centrality, it refers to the idea that nodes that are more connected to each other (i.e., form a "cluster") 

are often more central in the network. 

 Clustering Coefficient (CC): 

o The clustering coefficient of a node measures how close its neighbors are to being a 

complete clique (i.e., a set of nodes where every pair of nodes is connected). 

o Local Clustering Coefficient (LCC) for a node vvv is defined as: 

C(v)=2e(v)kv(kv−1)C(v) = \frac{2e(v)}{k_v(k_v - 1)}C(v)=kv(kv−1)2e(v) where: 

 e(v)e(v)e(v) is the number of edges between neighbors of node vvv. 

 kvk_vkv is the degree of node vvv, the number of neighbors of vvv. 

o The global clustering coefficient for the whole network is the average clustering 

coefficient of all nodes or a ratio of triangles in the graph to connected triplets. 

 Interpretation: A high clustering coefficient indicates that the node's neighbors tend to cluster 

together, forming subgroups or communities within the network. This suggests that the node 

may be a key player in maintaining the structure of the network. 

Types of Clustering: 

 Global clustering: Measures the overall tendency for nodes in the entire network to cluster. 

 Local clustering: Measures the tendency for nodes to cluster around a particular node. 

Applications of Clustering: 

 Community detection: Nodes with high clustering coefficients may indicate community 

structures within the graph. 

 Social networks: Identifying tight-knit groups of people who frequently interact. 

 Network robustness: Highly clustered nodes may play a crucial role in maintaining the integrity 

of a network. 

Eigenvalue Centrality 

Eigenvalue centrality is a measure of a node's centrality based on the concept of eigenvectors and 

eigenvalues. It considers not only the number of connections a node has but also the quality and 

importance of the nodes it is connected to. The idea is that connections to highly connected nodes 

increase a node's centrality. 

 

 

 



Mathematical Definition: 

Eigenvalue centrality is based on the principle that the centrality of a node is proportional to the sum 

of the centralities of its neighbors. The mathematical formulation involves the adjacency matrix 

AAA of the graph and the eigenvector corresponding to the largest eigenvalue. 

Let AAA be the adjacency matrix of the graph, where: 

 Aij=1A_{ij} = 1Aij=1 if there is an edge from node iii to node jjj, and 0 otherwise. 

Eigenvalue centrality is given by the equation: 

c=λc\mathbf{c} = \lambda \mathbf{c}c=λc 

where: 

 c\mathbf{c}c is the vector of centralities of nodes. 

 λ\lambdaλ is the largest eigenvalue of the adjacency matrix AAA. 

 The vector c\mathbf{c}c is the eigenvector corresponding to λ\lambdaλ. 

In practice: 

 The node's centrality is proportional to the eigenvector value for that node. Nodes with higher 

eigenvalue centrality are those connected to other nodes with high centrality, often indicating 

key players or influential nodes in the network. 

Steps to Compute Eigenvalue Centrality: 

1. Form the adjacency matrix of the network (if not already given). 

2. Find the eigenvalues and eigenvectors of the adjacency matrix. 

3. Select the eigenvector corresponding to the largest eigenvalue. 

4. Normalize the eigenvector to assign centrality scores to each node. 

Properties of Eigenvalue Centrality: 

 Iterative Process: Eigenvalue centrality is computed iteratively by solving the eigenvector 

equation, where the eigenvector corresponding to the largest eigenvalue is updated until 

convergence. 

 Importance of Connections: A node with many connections to other well-connected nodes 

will have higher eigenvalue centrality. 

 Ranked by Influence: Nodes with higher centrality values are typically seen as more 

"important" or influential in terms of their ability to spread information or control the flow in 

the network. 

 

 



Applications of Eigenvalue Centrality: 

 Social Networks: Identifying individuals who are influential within a group or network. 

 Web Pages: Ranking websites based on the importance of the websites linking to them (used 

in Google's PageRank algorithm). 

 Biological Networks: Identifying key proteins or genes within molecular interaction networks. 

Comparison Between Clustering and Eigenvalue Centrality 

 Clustering Centrality: 

o Focuses on the local structure of a node and its neighbors. 

o Measures how tightly connected a node's neighborhood is. 

o Tends to highlight community structures within a network. 

o Useful in detecting tightly-knit groups in social or organizational networks. 

 Eigenvalue Centrality: 

o Considers both local and global network structure. 

o Measures the importance of a node based on the centrality of its neighbors. 

o Useful in identifying influential nodes, especially in hierarchical or networked systems 

where the influence of a node depends on its connections to other important nodes. 

o Emphasizes global influence rather than local clustering. 

Conclusion and Use Cases 

 Clustering centrality is particularly useful for understanding how nodes contribute to the 

formation of communities or groups within a network. It helps detect subgroups that may have 

common characteristics, interests, or goals. 

 Eigenvalue centrality, on the other hand, is used to rank nodes by their influence in the 

network, taking into account the importance of their neighbors. It is especially useful for 

networks where global influence or reach is a key measure, such as in social media networks, 

citation networks, or communication systems. 

Both centralities are powerful tools for network analysis, and in many cases, they can complement 

each other to provide deeper insights into the structure and dynamics of a network. 
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