
 24AI301 - OPERATING SYSTEMS & CLOUD BASICS 

 

  

ROHINI COLLEGE OF ENGINEERING AND TECHNOLOGY 1 

 

5.5 CLOUD SERVICES 

Cloud services are on-demand computing services provided over the internet by cloud platforms 

like AWS, GCP, and Azure. These services include storage, compute, database, networking, and machine 

learning capabilities. The various cloud services are 

1. Cloud Storage (S3, BigQuery) 

2. Compute Services (EC2, Lambda) 

3. ML Services (SageMaker, Vertex AI) 

5.5.1 CLOUD STORAGE 

 Introduction 

 Cloud storage is a service in which data is stored on remote servers managed by cloud 

providers and accessed over the internet. 

 Instead of keeping files on local devices (like hard drives or USBs), users and organizations 

store data in the cloud for scalability, reliability, and anywhere access. 

Definition:  

Cloud storage is a service model where data is stored, managed, and backed up remotely 

and made available to users over the internet. Instead of keeping data on local devices or servers, 

organizations use cloud platforms for scalable, secure, and cost-effective storage.  

Examples 

 Amazon S3 (Simple Storage Service) -Object storage for backups, big data, media. 

 Google BigQuery - Analytical data warehouse for querying large datasets. 

 Microsoft Azure Blob Storage - Stores unstructured data at scale. 

 Dropbox, Google Drive, OneDrive - Consumer-level cloud storage. 

 Characteristics of Cloud Storage 

 Scalability: Virtually unlimited storage capacity. 
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 Accessibility: Data can be accessed anytime, anywhere via internet. 

 Durability: Data replicated across multiple servers and locations. 

 Security: Encryption, authentication, and access controls. 

 Cost-effective: Pay only for the storage used (pay-as-you-go). 

1. Amazon S3 (Simple Storage Service) 

Amazon S3 is a highly scalable, durable, and available object storage service offered by 

Amazon Web Services (AWS). It is designed for storing and retrieving any amount of data from 

anywhere on the web. 

Key features: 

 Object Storage: Stores data as objects within buckets, each with a unique key (name). 

 Scalability: Offers virtually unlimited storage capacity. In cloud storage, scalability refers to the 

capability to store virtually unlimited amounts of data without needing new hardware. 

 Durability: Provides 11 nines of durability (99.999999999%), ensuring data integrity. 

In other words: 

 The chance of losing data is almost zero. 

 Amazon achieves this by storing multiple copies of your data across different devices and 

facilities. 

 Availability: Data is replicated across multiple Availability Zones for high availability. 

 Storage Tiers: Offers various storage classes (Standard, Intelligent-Tiering, Glacier, etc.) to 

optimize costs based on access patterns. 

 Security: Supports encryption, access control (IAM policies, bucket policies), and logging. 

Data Management in S3 

Amazon S3 provides powerful data management features to help organizations control data 

lifecycle, ensure durability, and manage access efficiently. Key features include: 

a.Versioning 
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o S3 versioning allows you to keep multiple versions of an object within the same 

bucket. 

o It helps protect against accidental overwrites and deletions, since older versions 

are retained. 

o Example: If a file is mistakenly deleted, you can easily restore a previous version. 

o Very useful in compliance and auditing scenarios. 

b.Lifecycle Policies 

o Lifecycle rules automate the transition of objects to different storage classes or their 

deletion after a specified time. 

o Example: 

 Move logs older than 30 days to S3 Standard-IA. 

 Archive logs older than 1 year to S3 Glacier. 

 Delete logs after 5 years. 

o This reduces costs while still preserving important data. 

c. Replication 

o Ensures redundancy and data availability across multiple regions. 

o Cross-Region Replication (CRR): Automatically replicates objects into another 

AWS region for disaster recovery and compliance requirements. 

o Same-Region Replication (SRR): Replicates objects within the same AWS region, 

improving availability and supporting multi-account data distribution. 

d.Logging & Monitoring 

o Amazon S3 integrates with AWS CloudTrail and CloudWatch to provide complete 

monitoring and logging solutions. 

o CloudTrail: Records API requests (who accessed data, when, and how). Useful for 

security auditing. 

o CloudWatch: Monitors operational metrics such as request count, latency, and 

errors. Helps optimize performance and cost. 

Use Cases of S3 
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Amazon S3 is highly versatile and supports a wide range of applications across industries: 

1. Backup & Restore 

o Provides durable and scalable storage for data backups, snapshots, and disaster 

recovery solutions. 

o Enterprises can automate backup policies and quickly restore lost data. 

2. Data Lake 

o Acts as a central repository for structured, semi-structured, and unstructured data. 

o Useful for big data analytics pipelines by integrating with services like Amazon 

Athena, Redshift, EMR, and SageMaker. 

3. Web Hosting 

o S3 can be configured to host static websites consisting of HTML, CSS, JavaScript, 

and images. 

o Combined with Amazon CloudFront, it delivers content globally with low latency. 

4. Content Delivery 

o Stores media content such as videos, audio, and images. 

o When paired with CloudFront (CDN), it enables fast and secure global content 

delivery. 

5. Archival 

o Old and infrequently accessed data can be moved into S3 Glacier or Glacier Deep 

Archive for long-term storage at a very low cost. 

o Useful for regulatory compliance (e.g., keeping records for 7 years). 

6. Mobile & Web Applications 

o Many mobile apps use S3 to store user-generated content like images, videos, and 

documents. 

o Developers benefit from scalable, secure storage without needing to manage 

infrastructure. 

Pricing Model 

Amazon S3 follows a pay-as-you-go model, which means there are no upfront costs. Customers 

only pay for what they actually use. The pricing depends on multiple factors: 

1. Storage Class 
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o Different classes (Standard, Intelligent-Tiering, IA, Glacier, etc.) have different costs 

depending on durability, retrieval speed, and frequency of access. 

2. Data Transfer 

o Data uploaded to S3 (ingress) is usually free. 

o Charges apply for data transferred out of S3 to the internet or between regions. 

3. API Requests 

o Operations like PUT (upload), GET (download), DELETE are charged based on 

request volume. 

4. Retrieval Costs 

o For archival storage like Glacier or Deep Archive, data retrieval incurs extra 

charges depending on retrieval speed (expedited, standard, bulk). 

Advantages of S3 

Amazon S3 offers several benefits, making it one of the most popular cloud storage services: 

 Ease of Use: Simple interface and SDKs make it easy to store and retrieve objects. 

 Durability & Availability: 99.999999999% durability and 99.99% availability ensure 

reliable data storage. 

 Multiple Storage Classes: Cost can be optimized by choosing appropriate storage tiers. 

 Global Accessibility: Data can be accessed securely from anywhere in the world. 

 Integration with AWS Ecosystem: Works seamlessly with analytics, machine learning, 

and database services (Athena, Redshift, EMR, SageMaker). 

 Security: Strong access control via IAM roles, bucket policies, encryption, and compliance 

certifications (HIPAA, GDPR, etc.). 

Disadvantages of S3 

While S3 is powerful, there are some limitations: 

 Not Suitable for Block Storage 

o S3 is an object storage system. For databases or transactional workloads that require 

block storage, services like EBS (Elastic Block Store) are better. 

 High Egress Costs 
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o Moving large amounts of data out of AWS to the internet or another cloud provider 

can be expensive. 

 Latency Issues 

o While great for backup and big data, S3 may not be ideal for applications needing 

low-latency, real-time data access. In such cases, databases or file systems are 

more appropriate. 

 

5.5.1.2 BIGQUERY (OR) GOOGLE BIGQUERY  

Introduction 

 Google BigQuery is a fully managed, serverless data warehouse provided by Google Cloud 

Platform (GCP). 

 It allows businesses to store, analyze, and gain insights from large volumes of data quickly. 

 Users can run complex queries and get results in seconds without managing servers or 

infrastructure.  

 BigQuery works with other Google Cloud services like Cloud Storage, Google Analytics, and 

Google Machine Learning. 

 It supports both structured and unstructured data and is useful for industries like e-commerce, 

healthcare, and finance. 

Definition: 

Google BigQuery is a fully managed, serverless data warehouse designed for handling large-scale 

data analytics. It allows businesses to analyze structured and unstructured data quickly and efficiently 

without managing servers or infrastructure. 

The Need for a Data Warehouse 

 As data grows, traditional systems struggle to handle large datasets, leading to slow query results. 

 A data warehouse like BigQuery can handle gigabytes, terabytes, or even petabytes of data 

efficiently. 

 BigQuery allows you to focus on analytics instead of infrastructure management. 

Avoiding the Data Silo Problem 
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 Data silos occur when different teams maintain independent data, making analysis across teams 

difficult. 

 BigQuery solves this by integrating with Google Cloud Identity and Access Management (IAM). 

 Permissions can be assigned to specific users, groups, or projects, ensuring data is secure but 

collaborative. 

Key Components of Working with Data in BigQuery 

1. Storage:  

o BigQuery stores large datasets securely and efficiently.   

o Data is stored in structured tables, making it easy to query with SQL. 

o BigQuery automatically manages storage and scaling, so you don’t worry about space. 

o Useful for large datasets, e.g., sales from thousands of stores or IoT sensor data. 

 

2. Ingestion: 

o Data from various sources can be easily imported into BigQuery for analysis. 

  Upload from Cloud Storage: You can upload data directly from Cloud Storage. 

 Stream from Cloud Dataflow: You can stream data into BigQuery from other sources. 

 ETL Pipeline with Cloud Data Fusion: You can build an ETL pipeline to extract, 

transform, and load your data into BigQuery. 

Additionally, BigQuery supports importing data from a variety of file formats, such as 

CSV, JSON, and Avro. 

https://www.geeksforgeeks.org/cloud-computing/cloud-storage-in-google-cloud-platform-gcp/
https://www.geeksforgeeks.org/software-testing/what-is-an-etl-pipeline/
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3. Querying: 

o Users can run fast and complex SQL queries on large datasets. 

 BigQuery is fully managed, so Google handles infrastructure, scaling, and maintenance. 

 No need for database administrators or setup; you can start using it directly from your browser. 

Core Components 

1. Datasets 

o Top-level containers in BigQuery that organize tables. 

2. Tables 

o Store structured data in rows and columns. 

3. Jobs 

o Actions performed in BigQuery (e.g., query execution, data load, export). 

4. Partitions & Clustering 

o Partitioning: Splits large tables into smaller, manageable chunks (e.g., by date). 

o Clustering: Organizes data within a table based on columns to speed up queries. 

Features: 

1. Serverless Architecture 

o No need to manage servers or hardware. 

o Automatically scales based on your data and queries. 

o Google handles scaling, performance, and resource allocation. 

2. Fast and Scalable Analytics 

o Handles terabytes to petabytes efficiently. 
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o Runs complex queries in seconds. 

o The processing speed is it processes billions of rows in seconds. 

3. Real-Time Data Analysis 

o Supports real-time analytics for instant insights. 

4. SQL-Based Queries 

o Uses industry-standard SQL, easy for users familiar with relational databases. 

5. Cost-Efficient 

o Pay-as-you-go pricing: only pay for storage and queries used. 

6. Integration with Google Cloud Services 

o Works with other google services such as Cloud Storage, Google Analytics, Data Studio, 

and more. 

o Allow to easily connect, store, and visualize data from multiple sources. 

7. Machine Learning Integration (BigQuery ML) 

o  provides built-in machine learning capabilities (BigQuery ML) 

o Allow user to Run ML models directly inside BigQuery with out needing to move data 

to other tools. 

o Simplifies the process of building, training, and deploying predictive analytics models. 

8. Security and Compliance 

o Offers robust security features, including encryption at rest and in transit. 

o Compliant with standards like GDPR, HIPAA, PCI DSS. 

o ensuring your data is safe and compliant. 

9. Easy Data Sharing 

o it easy to share data across for teams or external partners without moving data. 

o can control access with detailed permissions and make your data available to others 

without moving or copying it. 

10. Data Visualization and Reporting 

o BigQuery integrates with Google Data Studio and other visualization tools, allowing you 

to turn your data insights into visual reports and dashboards.  

o This makes it easier to communicate findings and make data-driven decisions across your 

organization.. 

Pricing Model 

 Storage Costs: Pay per GB/month for data stored. 

 Query Costs: Pay per TB of data processed by queries. 

 Flat-rate Option: Fixed cost for enterprises with high query needs. 
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 Free Tier: First 10 GB storage & 1 TB queries/month are free. 

 Advantages 

 Easy to use (SQL-based). 

 Scales automatically with no infrastructure management. 

 Very fast query execution. 

 Tight integration with Google ecosystem (AI/ML tools). 

 Cost-effective with pay-per-use pricing. 

Disadvantage  

 Query cost may rise if not optimized. 

 Not suitable for transactional (OLTP) workloads - better for analytical (OLAP) use. 

 Performance depends on query design and dataset structure. 

 Example Workflow 

1. Store raw data in Google Cloud Storage (GCS). 

2. Load/stream data into BigQuery tables. 

3. Run SQL queries for analytics. 

Visualize results using Google Data Studio, Looker, or Tableau. 
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5.5.2 COMPUTE 

In cloud computing, compute means using the processing power of virtual servers (instead of 

physical computers) to run applications, process data, and perform tasks. It is like renting a computer in the 

cloud where you can decide how much CPU, memory, and storage you need. Examples of compute services 

are Amazon EC2, AWS Lambda, Google Compute Engine, and Azure Virtual Machines. 

 

5.5.2.1. EC2 (Elastic Compute Cloud) : 

Amazon EC2 stands for Elastic Compute Cloud is a service from Amazon Web Services(AWS) 

(AWS). EC2 is an on-demand computing service on the AWS cloud platform called instances. It lets you 

rent virtual computers to run your applications, store data, and process different workloads. You pay only 

for what you use. Example :A company can use Amazon EC2 to host its e-commerce website, where the 

website runs on EC2 instances instead of physical servers. 

Purpose 

 The purpose of EC2 is to remove the need for buying and managing physical servers. 

  It also provides flexibility, scalability, and cost savings for users. 

Key Features 

 Amazon EC2 offers On-Demand Instances, which means you pay only for the time you use.  

 It provides Scalability, allowing you to increase or decrease capacity based on demand.  

 It supports Different Instance Types, which are optimized for general purpose, compute, memory, 

or storage.  

 It gives Elasticity, meaning you can easily launch or terminate instances depending on your 

workload.  

 It ensures Global Availability, as it is available in many regions and availability zones worldwide. 

TWO MAIN FEATURES 

1. AWS EC2 Functionality 

EC2 Offers a virtual computing platform where users can run operations and launch additional 

EC2 instances. It enhances security and allows full customization of the virtual environment at any time. 

EC2 provides default AMI(Amazon Machine Image) with pre-configured settings for various operating 

https://www.geeksforgeeks.org/introduction-to-amazon-web-services/
https://www.geeksforgeeks.org/introduction-to-amazon-web-services/
https://www.geeksforgeeks.org/what-is-amazon-machine-image-ami/
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systems and resources. Users can also create custom AMIs with their preferred configurations and save 

them for future use, avoiding the need to reconfigure each time. 

2. AWS EC2 Operating Systems 

Amazon EC2 includes a wide range of operating systems to choose from while selecting your 

AMI. Not only are these selected options, but users are also even given the privilege to upload their own 

operating systems and opt for that while selecting AMI during launching an EC2 instance. Currently, AWS 

has the following most preferred set of operating systems available on the EC2 console. 

 

 Amazon Linux 

 Windows Server 

 Ubuntu Server 

 SUSE Linux 

 Red Hat Linux 

The following figure shows the EC2-Instance which is deployed in VPC (Virtual Private Cloud). 

 

Benefits 

 Amazon EC2 is cost-effective because there is no need for upfront hardware investment.  

https://www.geeksforgeeks.org/how-to-connect-to-amazon-linux-instance-from-windows-client-operating-system-using-putty/
https://www.geeksforgeeks.org/amazon-vpc-introduction-to-amazon-virtual-cloud/
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 It offers high availability and reliability for running applications.  

 It is secure because it integrates with AWS security services like IAM and VPC.  

 It is customizable, allowing you to choose the operating system, CPU, memory, and storage as per 

your needs. 

Use Cases 

 Amazon EC2 can be used for hosting websites and applications.  

 It can be used for running enterprise or business applications. 

 It is useful for big data storage and analysis.  

 It supports training and running machine learning models. 

 It is also used for development and testing environments. 

Application 

 Amazon ec2 is applied in real-world scenarios such as  

 Online shopping websites,  

 Banking applications,  

 Mobile app backends,  

 Gaming platforms 

 Scientific research computing. 

 

5.5.2.2 AWS Lambda 

AWS Lambda is a compute service in cloud computing that allows you to run code without creating 

or managing servers. It is called a serverless service because you only write your code, and AWS takes 

care of running and scaling it. Example : When a user uploads a photo to an S3 bucket, AWS Lambda 

can automatically run code to resize the photo or generate a thumbnail without any server setup. 

 AWS Lambda supports event-driven applications, which are triggered by events such as HTTP 

requests, DynamoDB table updates, or state transitions. 

 You upload your code as a .zip file or container image, and Lambda handles everything, including 

provisioning, scaling, and maintenance. 

 Lambda automatically scales applications based on traffic. 

 It manages server operations, including auto-scaling, security patching, and monitoring. 

Lambda Functions 
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 AWS Lambda functions are serverless compute functions fully managed by AWS. 

 Developers can run code without worrying about servers. 

 Once you upload the source code to Lambda (as a ZIP file), Lambda automatically runs the code 

without provisioning servers. 

 Lambda automatically scales functions up or down depending on demand. 

 Lambda is mostly used for event-driven applications, such as processing data in Amazon S3 

buckets or responding to HTTP requests. 

 

Key Features 

 Serverless: No need to manage or configure servers. 

 Event-Driven: Runs automatically when events happen (like file upload, API call, or database 

update). 

 Automatic Scaling: Handles any number of requests by scaling up or down automatically. 

 Multiple Language Support: Supports Node.js, Python, Java, C#, Go, and more. 

 Pay-per-Use: You pay only for the execution time and resources your code uses. 

 Integration: Works with other AWS services like S3, DynamoDB, API Gateway, and CloudWatch. 

Monitoring Your AWS Lambda Usage 

Monitoring AWS Lambda is important to control costs and understand usage as workloads grow. 

Ways to monitor Lambda usage: 

 CloudWatch Metrics: Track how many times functions run, how long they take, error rates, and 

memory usage. You can set alarms to get alerts if limits are exceeded. 

 Cost Explorer: See your spending on Lambda, analyze patterns, and set budgets or alerts to manage 

costs. 

 Usage Reports: Check detailed monthly reports in the AWS Billing Console to see usage across 

functions and services. 
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 Third-Party Tools: Use tools like Datadog, Lumigo, or New Relic for advanced monitoring, 

performance tracking, and cost optimization. 

Pricing of AWS Lambda Function 

AWS Lambda pricing is based on the number of requests and the duration of execution. 

 Pay Only for Usage: You pay only when your function runs. There is no charge for creating 

Lambda functions. 

 Requests: Each time your function runs in response to an event or trigger, it counts as a request. 

Pricing depends on the number of requests per month and may vary by region. 

 Duration: You are charged for the time your code runs, from start to finish. The memory allocated 

to your function also affects the cost. 

 Free Tier: AWS Lambda offers 1 million free requests per month and 400,000 GB-seconds of 

compute time per month for free. 

Benefits 

 Cost-effective because you pay only when your function runs. 

 Easy to use since you don’t need to manage servers. 

 Highly scalable because it adjusts automatically to demand. 

 Reliable and secure as it runs on AWS-managed infrastructure. 

 Faster development because you focus only on writing functions. 

Use Cases 

 Running backend code for websites or mobile apps. 

 Processing files when uploaded to Amazon S3. 

 Automating database operations in DynamoDB. 

 Building serverless APIs with API Gateway + Lambda. 

 Real-time data processing (like IoT sensor data). 

 Sending notifications or alerts when an event occurs. 

Application 

AWS Lambda is applied in real-world systems such as chat applications, online payment 

processing, IoT data handling, automated backups, fraud detection systems, and content management 

platforms. 
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5.5.3 Machine Learning (ML) Services 

Introduction 

 ML services in cloud computing are platforms that allow developers and data scientists to 

build, train, deploy, and manage machine learning models without handling the underlying 

infrastructure. 

 They provide pre-built algorithms, scalable compute resources, data integration, and 

automation tools, which make ML development faster and cost-effective. 

 Cloud ML services support the full ML lifecycle, including data preparation, model 

training, hyperparameter tuning, deployment, monitoring, and scaling. 

Examples: AWS SageMaker, Google Vertex AI, Azure Machine Learning, IBM Watson AI 

Applications: Predictive analytics, recommendation systems, image recognition, fraud detection 

5.5.3 1.SageMaker  

Definition: 

Amazon SageMaker is a fully managed ML platform that helps developers and data scientists quickly build, 

train, and deploy ML models at scale. It provides Jupyter notebook integration, pre-built ML algorithms, and 

automated hyperparameter tuning. Users do not need to manage servers or infrastructure. 

Examples: Automotive, Cloud services, Data analytics, Earth sciences, Electronics, Energy, Finance and 

Insurance, Healthcare, Hospitality, Media and Entertainment, Pharmaceuticals, Publishing, Retail, Software 

and Services, Transportation, Video , Gaming,Customer churn prediction,,Fraud detection models, Product 

recommendation engines and Image classification. 

 The leading cloud provider, Amazon Web Services (AWS), offers many services to explore ML. 

 One of the most important is Amazon SageMaker, a fully managed service that allows developers 

and data scientists to build, train, optimize, deploy, and monitor ML models at scale. 

 Other AWS services like Amazon S3 (for storage), AWS Lambda (for automation), and Amazon 

CloudWatch (for monitoring) can also be integrated with SageMaker. 

What is Amazon SageMaker? 
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 Amazon SageMaker is a fully managed service by AWS that simplifies the process of building, 

training, and deploying machine learning (ML) models. 

 It provides tools, algorithms, and resources to create predictive applications and automates much 

of the heavy lifting required in the ML pipeline. 

 ML serves various purposes such as: 

 Enhancing customer analytics 

 Detecting security threats 

 However, deploying ML models is complex. SageMaker makes it easier by providing pre-built 

algorithms, optimized frameworks, and scalable infrastructure. 

AWS SageMaker Workflow 

1. Data Preparation: The first step in the workflow is to prepare the data for training the machine 

learning model. This includes tasks such as collecting, cleaning, and transforming data into the 

appropriate format. 

2. Model Building: Once the data is prepared, the next step is to build the machine learning model. 

SageMaker provides a variety of pre-built algorithms and frameworks, or users can bring their own 

custom algorithms. 

3. Model Training: After the model is built, the next step is to train it using the prepared data. 

SageMaker provides a range of options for training, including distributed training on multiple 

instances for faster results. 

4. Model Optimization: Once the model is trained, the next step is to optimize it for performance. This 

includes tasks such as fine-tuning hyperparameters and optimizing the model's architecture. 

5. Model Deployment: Once the model is optimized, the next step is to deploy it for use in a production 

environment. SageMaker provides options for deploying models to various endpoints, 

including Amazon EC2 instances, Lambda functions, and API Gateway. 

6. Model Monitoring: Once the model is deployed, the next step is to monitor its performance in real 

time. SageMaker provides built-in monitoring tools that track the model's performance metrics and 

detect anomalies. 

7. Model Management: Finally, once the model is in production, it's important to manage it over time. 

This includes tasks such as updating the model with new data, retraining the model periodically, 

and ensuring that it remains performant over time. 

 

 

Working of Amazon SageMaker 

https://www.geeksforgeeks.org/cloud-computing/what-is-elastic-compute-cloud-ec2/
https://www.geeksforgeeks.org/devops/introduction-to-aws-lambda/
https://www.geeksforgeeks.org/devops/amazon-web-service-introduction-to-api-gateway/
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Amazon SageMaker is a fully-managed service that enables data scientists and developers to 

quickly and easily build, train, and deploy machine learning models at any scale. Amazon SageMaker 

includes modules that can be used together or independently to build, train, and deploy your machine-

learning models. 

 

  

Build 

 Amazon SageMaker helps to build machine learning models and prepare them for training. 

 You can connect to your data in Amazon S3 or move data from RDS, DynamoDB, or Redshift 

using AWS Glue. 

 Hosted Jupyter notebooks are available to explore, clean, and visualize data easily. 

 SageMaker includes 10 pre-installed ML algorithms, optimized to run faster and better. 

 Supports popular frameworks like TensorFlow and MXNet. 

 You can also use your own custom framework or algorithm if needed. 

Train 

 Training starts with just one click in the SageMaker Console. 

 SageMaker automatically manages servers and resources for you. 

 Supports very large datasets and can train models at petabyte scale. 

 Includes automatic model tuning (AutoML) to find the best parameters. 

 Training is faster, easier, and more accurate because of optimization. 

 Deploy 

 Once trained, models can be deployed to production easily. 

 Models run on auto-scaling EC2 clusters, which ensure high performance and availability. 
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 SageMaker allows A/B testing to compare different versions of the model. 

 Deployed models can be used through APIs for real-time predictions. 

 This helps applications like fraud detection, recommendations, and analytics work instantly. 

Machine learning in AWS SageMaker 

 Machine learning in SageMaker follows a cyclical process, using workflow tools and specialized 

hardware to handle large datasets. 

 ML models are developed in two main stages: training and inference. 

 During training, the system learns patterns from data to make predictions for similar data in the 

future. 

 

 

 

 During inference, the trained model analyzes new data to generate predictions. 

 After fine-tuning, the trained model can be converted into APIs that integrate into applications or 

services. 

 AI development can be expensive due to the need for experts and hardware. 

 SageMaker solves this by automating manual tasks, reducing errors, and cutting hardware 

costs. 

 It provides a suite of ML modeling tools within an easy-to-use framework. 

 Using SageMaker templates, businesses can build, train, host, and deploy models quickly at scale 

in the AWS cloud. 
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Characteristics of Amazon SageMaker 

 Fully Managed: SageMaker is a fully managed platform that takes care of the infrastructure and 

management tasks, allowing data scientists and developers to focus on building and deploying machine 

learning models. 

 Scalable. 

  Flexible. 

 Easy to Use. 

 Integration with AWS 

 Cost-Effective: SageMaker offers a pay-as-you-go pricing model, which allows users to only pay for 

the resources they use. Security: SageMaker provides security features such as VPC support, 

encryption at rest and data are kept secure. 

 

Advantages of Amazon SageMaker 

1. Faster time-to-market: SageMaker helps developers and data scientists quickly build, train, and 

deploy ML models, so companies can launch new products and services faster. 

2. Built-in algorithms and frameworks: It provides many ready-to-use algorithms and supports 

frameworks like TensorFlow, PyTorch, and MXNet, making it easier to start machine learning. 

3. Automatic model tuning: SageMaker can automatically adjust model settings 

(hyperparameters) to improve performance, saving time and effort. 

4. Ground Truth labeling service: SageMaker has a data labeling service called Ground Truth, 

which helps label data accurately and quickly, making data preparation easier. 

5. Reinforcement learning support: It supports reinforcement learning, allowing users to build and 

train these types of models easily. 

6. Elastic Inference: SageMaker lets you attach GPU power only when needed, which reduces the 

cost of using GPUs. 

7. Built-in model monitoring: SageMaker continuously monitors models in production and sends 

alerts if there are performance problems, ensuring models always work well. 

Disadvantages of Amazon SageMaker 

 Complexity: Machine learning is still complex, and using SageMaker effectively may need 

experience and knowledge. 

 Vendor lock-in: SageMaker is tightly connected to AWS, which can make it hard to switch to 

another cloud provider later. 
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 Cost: Even though SageMaker has pay-as-you-go pricing, running large-scale ML projects can still 

be expensive. 

 Limited customization: Built-in algorithms and frameworks may not meet all project needs, so 

creating custom solutions can take more time and effort. 

 Learning curve: New users of AWS or machine learning may need training and practice to use 

SageMaker effectively. 

 Limited support for some use cases: Some special or unusual machine learning tasks may not 

be fully supported by SageMaker. 

Features of AWS SageMaker 

 Users can create Jupyter notebooks via EC2 instances or SageMaker Studio IDE. 

 SageMaker Studio includes tools to manage, track, and debug ML models: 

o Autopilot: Automatically trains models and ranks algorithms. 

o Clarify: Detects bias in models. 

o Data Wrangler: Makes data preparation faster. 

o Debugger: Tracks metrics for easier debugging. 

o Edge Manager: Manages models on edge devices. 

o Experiments: Tracks different model versions. 

o Ground Truth: Makes labeling data easier and cheaper. 

o JumpStart: Provides pre-built templates. 

o Model Monitor: Tracks model performance and alerts if predictions deviate. 

o Notebook: Creates Jupyter notebooks for collaboration. 

o Pipelines: Helps with continuous integration and deployment of ML models. 

5.5.3.2 Vertex AI  

Vertex AI is a fully managed machine learning (ML) platform offered by Google Cloud Platform 

(GCP). It helps developers and data scientists build, train, and deploy ML models quickly without 

worrying about infrastructure. 

Vertex AI is a newer, more comprehensive platform designed to unify the AI and 

machine learning experience. It integrates Google Cloud AI's existing ML services into a 

unified environment, providing a more streamlined and scalable approach for building, 

deploying, and scaling ML models. With Vertex AI, developers can use both pre-built ML 

models and custom models more efficiently.  
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Example 

Example  

Vertex AI simplifies the ML lifecycle, providing tools for: 

o Data preprocessing 

o Model training 

o Model deployment 

 This allows teams to train and deploy models quickly without managing infrastructure manually. 

When to Use Google Vertex AI 

 Custom ML Models: Ideal if you are building custom models and need tools for the full ML 

lifecycle. 

 Automated ML Workflows: Useful when you need automation for training and deploying models 

in complex workflows. 

 Scalability & End-to-End Management: Best for projects that require large-scale model training, 

experimentation, and deployment efficiently. 

Key Features of Vertex AI 

1. Unified ML Platform: 

o Combines data preparation, training, deployment, and monitoring in one platform. 

o Supports both custom ML models and pre-built models. 

2. Pre-Built Models: 

o Offers ready-to-use models for tasks like image recognition, text analysis, translation, 

and video analysis. 

o Reduces the need to build models from scratch. 

3. Custom Model Training: 

o Users can train their own ML models using frameworks like TensorFlow, PyTorch, and 

scikit-learn. 

o Supports distributed training for large datasets. 

4. AutoML: 

o Vertex AI AutoML lets users automatically train high-quality ML models without deep 

ML expertise. 

o Automatically selects the best algorithm and optimizes hyperparameters. 

5. Deployment & Serving: 
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o Models can be deployed as endpoints for real-time predictions. 

o Supports batch predictions for large datasets. 

6. Model Monitoring & Management: 

o Provides tools to monitor model performance, detect drift or bias, and retrain models 

when necessary. 

o Ensures models remain accurate and reliable over time. 

7. Integration with GCP Services: 

o Works seamlessly with BigQuery, Cloud Storage, Dataproc, and AI APIs. 

o Simplifies data pipelines and workflow automation. 

Advantages of Vertex AI 

 Easy to use: Simplifies ML development for beginners and experts. 

 Fully managed: Google Cloud handles infrastructure, scaling, and maintenance. 

 Supports AutoML: No need for extensive ML knowledge to build models. 

 Scalable: Can handle large datasets and complex models. 

 Secure: Provides encryption, IAM roles, and compliance with data security standards. 

Use Cases of Vertex AI 

 Retail: Product recommendation and demand forecasting. 

 Finance: Fraud detection and credit risk analysis. 

 Healthcare: Predictive diagnostics and patient outcome analysis. 

 Media & Entertainment: Image, video, and speech recognition. 

 Manufacturing: Predictive maintenance and quality control. 

Comparison of ML Services: AWS SageMaker vs Google Vertex AI 

Feature AWS SageMaker Google Vertex AI 

Platform Fully managed ML platform by AWS 
Fully managed ML platform by Google 

Cloud 

Model Types 
Supports custom ML models and pre-built 

algorithms 

Supports custom ML models and pre-

built models (AutoML) 

AutoML 
Automatic model tuning (hyperparameter 

optimization) 

AutoML automatically selects algorithms 

and tunes hyperparameters 
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Feature AWS SageMaker Google Vertex AI 

Development 

Environment 

Hosted Jupyter notebooks, SageMaker 

Studio IDE 

SageMaker-like IDE integrated in Vertex 

AI Studio with notebooks and templates 

Training 
Supports distributed training on large 

datasets, automatic scaling 

Supports distributed training, scalable 

infrastructure, AutoML for easy model 

creation 

Deployment 

Models deployed on auto-scaling EC2 

instances, real-time endpoints & API 

integration 

Models deployed as endpoints for real-

time predictions, batch predictions 

supported 

Monitoring 
Built-in model monitoring and alerts for 

drift 

Model monitoring for performance, bias, 

drift, and retraining 

Integration 
Works with S3, Lambda, EC2, 

CloudWatch and other AWS services 

Works with BigQuery, Cloud Storage, 

Dataproc, AI APIs for seamless 

workflow 

Security 
VPC support, encryption at rest/in transit, 

IAM roles 

Encryption, IAM roles, compliance, 

secure data handling 

Ease of Use 
User-friendly but requires some AWS 

knowledge 

Easy to use, especially with AutoML, 

beginner-friendly 

Use Cases 
Retail, finance, healthcare, predictive 

maintenance, recommendation systems 

Retail, finance, healthcare, media & 

entertainment, manufacturing 

Cost Model 
Pay-as-you-go, on-demand or savings plan 

for specific instances 

Pay-as-you-go, pricing depends on 

compute, storage, training, and predictions 

 

 


