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These can be classified into 4 groups: clusters, peer-to-peer networks,
LRSS, o clouds:

A conputingedluster consistsTof-intereonnected: Stand-=alore  computers
WAl WoiK cooperatively-as a-single-integrated computing resource.-The
ELWOrK of-compute-nodes are connected by LAN/SAN and are typically

(1€ g‘ene%ﬂﬁn ping Llnix/l inte Thev are suited

Users submitting jobs

sification of Distributed Computing Systems



‘Peer-to-peer (P2P) Ne

z) P2R etwork <, Every node lacts as both alclient and SErvers Peers-|

JrJrJJrrJ.JsJ Ojjoinerleavertie: rsthie N centiiall coordination o1
J_I.J._J.)as; Sded! NG peartacnine Ras a global View of the entire

fie system IS self-organizing with distributed control.
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URlikexthe cl u_Ster-or grid, a P2P network does not use dedicated
]n';r.erconr network.
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= 4,12?“ etworks are classified into different groups:
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=== -'Dlstnbuted File Sharing: content distribution of MP3 music, video, etc. E.g.

— _; —Di sltistec R2R campytingt. specific application computing such as
SETI@home provides 25 Tflops of distributed computing power over 3
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HSBoratt%'?quJZB ne or s Skype chatting, instant messaging, gaming etc.



Rohini college of Egineering and technology

CCS335-cloud computing



emputational and; Data

2 (“r]r:; e heterogeneous cluste ' ﬁnnected 0)Y hlgh speed NEtworks.
EYAaVE GeEntiralized control e 3':) Sr=0rented Withie J icated
el r]r\/ ]'ne/_]fa S r.-lr OISR UTEW SSUPErCOMpUtingrEg T leraGia:
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_j Utlllty power:grid, @ computing grid offers an infrastructure
mputers software/middleware, people, and sensors

I'.:, 2
.

-~
p—

%constructed across LANs, WANS, or Internet backbones at a
national, or global scale.
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-~ o The computers used in a grid include servers, clusters, and
- supercomputers. PCs, laptops, and mobile devices can be used to access a
grid system.
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. ClOUdS | ’_
A Clotie] fs pool o) wr&ﬁér resourcesi A'cloudicanthost a
C

\/Jrl‘-:r\/Ol'r}}’.-lr- NOnkieads ncludingibatch=style backend jobs.and
Initeractiveclgiel tgssizielinie) el gelies]te
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Weg ’J_u,IJ r‘: be deployed andiscaled out quickly through rapid
;rJ\/JJlorJJrle of VIMs. Virtualization of server resources has enabled cost
Sliecuyenessiand allowed cloud systems to leverage low costs to benefit
both Gser IS’féhd providers.
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3 1—,:;.’ loud" system should be able to monitor resource usage in real time to
933;, .enable rebalancing of allocations when needed.
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~ s Cloud computing applies a virtualized platform with elastic resources on

- demand by provisioning hardware, software, and data sets dynamically.
Desktop computing is moved to a service-oriented platform using server
clusters and huge databases at datacenters.
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Aclvziritzicje of Guds.gver Traditional D)

iieitionalidistributedicomputingisystem idedifor on-premise;
corriouinie) __mJ WETETOWHEU aUFOPE Shated Y altonomor
JermJ.r::rv omams (€:9. alcompany):

B
INESE rr,Jr i enal systems encountered performance bottlenecks,

EONISLENES tem maintenance, poor server (and other resource)

.J"lll" £l and Increasing costs associated with hardware/software
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' Clgud'_computing as an on-demand computing paradigm resolves or
~ relieves many. of these problems.
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et IS, Tespectively,- aservice, a
e temoLe -object; -and) -a. - CORBA
pject:Sbheses build- on: ‘the TCP/IP
etk Stack: 'On-top of the network
GlaCKe We - have a base software
Sctlvitenment; which would be
= NEii/Apache Axis for,web services, the
S===1VM for. Java, and the ORBnetwork for
= —CORBA.” ‘On::top. of this base
’ environment, a higher level
environment with features specific to
the distributed computing environment

IS built.

CORBA Stack RMI Stack Web Services Stack
IDL Java WSDL
interface
RMI UDDI
Registry

RMI SOAP Message
Stubs/Skelet
ons

CORBA Services

CORBA
Stubs/Skeletons

Java native
encoding -
serialization

JRMP HTTP

RPC or Message Oriented Middleware (Websphere MQ or

JMS)
.NET/Apache Axis

TCP/IP/DataLink/Physical

CDR binary
encoding

XML Unicode encoding

JVM
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SDAP vs. REST APIs

.| SOAP is like using an
envelope

Extra overhead, more bandwidth
required, more work on both ends
(zealing and opening).

Sarver

‘ Resource URI EndpothRl
_- REST is like a postcard
r App"canon Application I{ightin:reight can be cached, easier
o update.

vowork:

-« REST supports many data formats, whereas SOAP only allows XML.
« REST supports JSON (smaller data formats and offers faster parsing
compared to XML parsing in SOAP which is slower).
« REST provides superior performance, particularly through caching for
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Pelgoance Metrlcs

GPU speedf VMHZORGHZASPEGIERGCIMArKSAIKEISPEGINIE —
O:(_’i:]rrﬂ dths Mbps or Gbp

tenn) e ghput MIPS, TFlops (tera floating-point operations per

n.l), T H,; transactlons per-second), IOPS (10 operations per second)

UICIATIELIC Cs: Response time, network latency, system availability

‘s.
::A,
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S;aTa'blllty IS the ability of a system to handle growing amount of work in a

— grc_)wth

~ o For example, it can refer to the capability of a system to increase total
throughput under an increased load when resources (typically hardware)
are added.



Scalability

0raisinglernodein
0'a single

g /e"t'c“l/ of Jefz ) rrPer (o) zlefef r e
G IS\/SUE] ‘/JJ‘"'J‘ MVeIVing the addition o CPL
r*orr,u e
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Traclaeiis

jiere are _adeoffs between the two models. Larger numbers oft computers

m@:g " reased management complexity, as well as a more complex
P ug a 'mlng model and issues such as throughput and latency between

- :'" .':/ 10dEsS.

-AJso _some appllcatlons do not lend themselves to a distributed computing

~ _model.

In‘the past, the price difference between the two models has favored "scale
up” computing for those applications that fit its paradigm, but recent
advances In virtualization technology have blurred that advantage, since
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- Scalability, .
J 'fom SCalability for par!a H‘Eﬁﬁ-’distributed Systems is:

o
- [

%2 Siezilzieil
IIISHEErSitorachievingrhigher performance or more functionality’ by
CHEaSIng the machlne Size. Size in this case refers to adding processors,
czlere mémrn storage or I/O channels.

Siezllg r]OJ“J/)f ally’and Verticall
Meigieleisie] ~addlng more resources for a particular application fall into two

’

broad cat gorles
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—— 'J' ‘Scale horizontally (or scale out) means to add more nodes to a system,
~~ - “such as adding a new computer to a distributed software application. An
- Trespaleroghnriodeldasicredtad mmincréasrdalenrandifondheried:data
storage with very high I/O performance, especially where processing of
large amounts of data is required.

1)
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... Amdahl’s LLaw

iisteypically cheaper to add a%wgmde tora system)in‘erder torachieve
[Mpreved performance than terperform performance tuning to improve the
sapesiAthaeachinodeicanhandleRBUtsthisiapproachicanihaveidiminishing
(EimEsiasindicated by Amdahl'Stiaw." -

e
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BONISIUEN "éXEthion 0f a given program on' a uniprocessor workstation
Witiprartotaliexecution time of T minutes. Now, let’s say that the program
Wasteen parallelized or partitioned for parallei execution on a cluster of

Iy Processing nodes.

,‘G
BE-T»§-=
e’ -

T

EASSlime that a fraction a of the code must be executed sequentially, called
s thesequential block. Therefore, (1 - a ) of the code can be compiled for
— — “parallel execution by n processors. The total execution time of program is
= calculated by:

B

e al +(1-a)T/n

where the first term is the sequential execution time on a single processor
and the second term is the parallel execution time on n processing nodes.
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mdahl gaww
Ardanls law states that the

Factor of using the n- processor
_,/:;.r.srn QVErthe! seo d| SING|EIPreCessof: IS expressed b

:aJJr =5 =
P —‘1/[0 +(1-a)/n]

et e

—.g" .

Trie o) Mmu ;s eedup of n/is achievable only when a = 0, i.e. the entire
0r JUH] IS} ok a lelizable.

ASHD .ne" ter becomes sufficiently large, i.e. n > oo, thenS > 1/ q, an
Upperbound on the speedup S. This upper bound is mdependent of the
= “cluster size, n. The sequential bottleneck is the portion of the code that
— nn‘ot be parallehzed

— - ,.--»——

E'ample d = 0.25 and so (1 — 0.25) = 0.75 then the maximum speedup, S
= 4 even if one uses hundreds of processors.

Amdahl’s Law teaches us that we should make the sequential bottleneck as
small as possible. Increasing the cluster size alone may not result in a good
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EXaMpIEsuppose 70% of a ,
ORNntltuplerEPUS InStead ol one Gk -
NS ITOCESS0TS

M

_A.: o -

S =" / +(1 03)/4] 2.105
POULING the nt ber ofi processors to N = 8 processors

s= .":'-- —0.3) / 8] = 2.581

(o m—

e‘ﬁhe ‘processing power has only improved the speedup by roughly

—— h f—’

= -En‘e-flfth Therefore throwing in more hardware is not necessarily the

».

—_—— f—'op‘tlmal approach
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i
m Efficiency, ,
SNOIEXECUtETa fixed workloa €SS01'S) parallel processing may. lead
wlaisystem efficiency definedas: e

yE=S/n=1/[on+(1-a)]

' ‘Gan be ratherlow ifithe cluster size is very large.

e,um,)le** execute a program on a cluster with n = 4, a = 0.25 and so
0:25 "—20 75,

"T/ [0 25* 4 4 0.75] = 0.57 or 57%

_..g"-—

—

w—

— 'Nd.w if we have 256 nodes ](i.e. n = 256)
- E=1/10.25* 256 + 0.75] = 0.015 or 1.5%

This is because only a few processors (4, as in the previous case) are kept
busy, while the majority of the processors (or nodes) are left idling.
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Eatltelerance, and SystemAval —

HighraVvailability (HA) is desirea‘n-all-clusters grids; P2Pnetworks, and
slEUEisystems: A system,is highl: avallable iffithas a Iong Mean Jime to
railure (Ml’J’r .JI]J srore Mz Tirpe o Reaegzlir ()

S)/SLET] ,-\v- ablllty MITE/A(MTTE + MTTR)

‘-

All rur_lH re Software and network components may fail. Single points of
feillire that bring down the entire system must be avoided when designing
SISt Juted systems.

-"" ".ngh avallablllty is, ultimately, the holy grail of the cloud. For clouds,
- - availability relates to the time that the datacenter is accessible or delivers
the intended IT service as a proportion of the duration for which the service

- is purchased.
° Ad%ling harc?ware redundancy, increasing component reliability, designing

for testability all help to enhance system availability and dependability.

® In general, as a distributed system increases in size, availability decreases
due to a hiaher chance of failiire and a difficultv in isolatina failiires.
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CASE 1

timeline has a total upt of

with 6 failures in thls tlmelme Compute the availak I \
‘ as ¢ instance) over a 6 week
Total tlmeilne in

tmeli uptlme of 900 hours and a total downtime of 108 hours
ith € n | 1s timeline. Compute the availability.
MTTF = 900 I

ours = 6 weeks * 7 days/week * 24 hours/day = 1008
NS = 108 /A0

,Nall'ab-llé}en -. =150
A ITTR = 108 / 6 = 18
= gz_ a-EbJI'ty = 150 / (150 + 18) = (150 / 168) = 0.892 or 89.2%
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® Sarne as Casz 1 oyt we nave 2 railuras instzad, Cormputa availanility,

® Availaoility = 450 / (4350 -+ 34) = (450 / 504) = 0,892 or 89.2%

CCS335-cloud computing
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REIRLIIILY IS @ measure of t apility that an item will perform its
ended function without failures for a specified interval under stated:
coricligianiss

&
', ‘.‘A. &
Erete Ty ¢
- >
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Higher the MT F, higher the reliability.
A commonlyfr' ed measure of reliability:

)\) = number of failures / total time
= 5*" cﬁTate the Failure Rate for Case 1 and Case 2.
e 0 'C'se 1 had a MTTF of 150 and a failure rate = 6 failures / 1008 = 0.00595
~ ~ ® Case 2 had a MTTF of 450 and a failure rate = 2 failures / 1008 = 0.00198

_ e Even though both cases had the same Availability, case 2 has a better
reliability because it has a better MTTF and a lower failure rate.

“‘r l

-eliabjj.i% _vs_A.vailabW
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“Reliability vs. Avallabm;l'.y " —

| equment can be but not reliable. For example a
s down 6 minutes every hour. This translates into an availability of

- ;
y speaking a reliable machine has high availabili
Dle machine may or may not be very reliable.

5,
e

—~ ——u—

“’ﬂ |ng to think about:

= «‘3 j@u are flying do you want the aircraft to have high levels of availability

g.;{'f or rellablllty? Think about it. If the aircraft has poor availability, then this

" may have an influence on whether the plane departs (and therefore lands)
on time. On the other hand, if the aircraft has poor reliability, then this

- may have an influence on whether the plane lands at all!

but an

_
-_—
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nterprgeti.niﬁ Cloud Availabili

1dors use slang like )'s, four 9's, or five 9's when talking
 availability of their datacenter or cloud services.

Vfé\.b'rEbiIity is referred to as three 9's and is an uptime of
n 99.9%. This corresponds to a downtime per year of 8 hours
utes per year. This is calculated as:

24) — 0.999 (365 x 24) = 8760 - 8751.24 = 8.76 hours = 8 hours
15 mi f‘ﬁt’es. This is a downtime of more than 1 working day and can
jave real financial consequences for the enterprise cloud user.

L AR et e~
- - e &

— - -

o s
L —

aIEu"1ate the downtime per year given an availability of four 9s (i.e. an

— —

- S t—
E‘-_‘:-

e
—

~ uptime of 99.99%).

—

e This is calculated as:

- ® (365 x 24) —0.9999 (365 x 24) = 8760 — 8759.124 = 0.876 hours = 52
minutes and 30 secs
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RESTHul,\Web Senvice Example

HTTP Client Web Server l Database
(Web Browser)

SELECT *

GET /book?ISBN=222 FROM books
< WHERE isbn=222|__,.

<

POST /order INSERT

>
e
301 Location: /order/612 INTO orders

PUT /order/612 UPDATE orders
: WHERE id=612




YA -"“

POST /soap/endpoint

Web Service
HTTP Client Web Server
Implementation
(Stub Object)
POST /soap/endpoint
return getBook(222)|

POST /soap/endpoint

return new Order()

order.setCustomer(x)




