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UNIT – I – RANDOM VARAIBLES 

Random Experiment 

                    An experiment whose output is uncertain even though all the outcomes 

are known. 

Example: Tossing a coin, Throwing a fair die, Birth of a baby. 

Sample Space: 

        The set of all possible outcomes in a random experiment. It is denoted by S. 

Example: 

For tossing a fair coin, 𝑆 =  {𝐻, 𝑇} 

For throwing a fair die, 𝑆 =  {1, 2, 3, 4, 5, 6, } 

For birth of a baby, 𝑆 =  {𝑀, 𝐹} 

Event:  

            A subset of sample space is event. It is denoted by A. 

Mutually Exclusive Events: 

                  Two events A and B are said to be mutually exclusive events if they do 

not occur simultaneously. If A and B are mutually exclusive, then 𝐴 ∩ 𝐵 = Φ 

Example:  

 Tossing two unbiased coins  𝑆 =  {𝐻𝐻,𝐻𝑇, 𝑇𝐻, 𝑇𝑇} 
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(i) Let 𝐴 =  {𝐻𝐻}, 𝐵 =  {𝐻𝑇} 

𝐴 ∩ 𝐵 = {𝐻}  ≠ Φ 

Then A and B are not mutually exclusive. 

(i) Let 𝐴 =  {𝐻𝐻}, 𝐵 =  {𝑇𝑇} 

𝐴 ∩ 𝐵 = Φ 

Then A and B are mutually exclusive. 

Probability: 

         Probability of an event A is 𝑃(𝐴) =
𝑛(𝐴)

𝑛(𝑆)
 

i.e. , 𝑃(𝐴)  =
𝑛𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑐𝑎𝑠𝑒𝑠 𝑓𝑎𝑣𝑜𝑢𝑟𝑎𝑏𝑙𝑒 𝑡𝑜 𝐴

𝑇𝑜𝑡𝑎𝑙 𝑛𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑐𝑎𝑠𝑒𝑠
  

Axioms of Probability: 

(i) 0 ≤ 𝑃(𝐴) ≤ 1 

(ii) 𝑃(𝑆) = 1 

(iii) 𝑃(𝐴 ∪ 𝐵) = 𝑃(𝐴) + 𝑃(𝐵), if A and B are mutually exclusive. 

Note: 

(i) 𝑃(𝜙) = 0 

(ii) 𝑃(𝐴)̅̅ ̅ = 1 − 𝑃(𝐴), for any event A 

(iii) 𝑃(𝐴 ∪ 𝐵) = 𝑃(𝐴) + 𝑃(𝐵) − 𝑃(𝐴 ∩ 𝐵), for any two events A and B. 
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Independent events: 

Two events A and B are said to be independent if occurrence of A does not affect the 

occurrence of B. 

Condition for two events and B are independent: 

𝑃(𝐴 ∩ 𝐵) = 𝑃(𝐴) 𝑃(𝐵) 

Conditional Probability: 

                If the probability of the event A provided the event B has already occurred 

is called the conditional probability and is defined as  

                           𝑃(𝐴|𝐵) =
𝑃(𝐴∩𝐵)

𝑃(𝐵)
, provided 𝑃(𝐵) ≠ 0 

The probability of an event B provided A has occurred already is given by  

                          𝑃(𝐵|𝐴) =
𝑃(𝐴∩𝐵)

𝑃(𝐴)
, provided 𝑃(𝐴) ≠ 0 

Random Variables: 

                        A random variable is a function that assign a real number for all the 

outcomes in the sample space of a random experiment. 

Example:  

              Toss two coins then the sample space 𝑆 =  {𝐻𝐻, 𝐻𝑇, 𝑇𝐻, 𝑇𝑇} 

Now we define a random variable X to denote the number of heads in 2 tosses. 
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X(HH) = 2 

X(HT) = 1 

X(TH) = 1 

X(TT) = 0 

Types of Random Variables: 

(i) Discrete Random Variables 

(ii) Continuous Random Variables 

Probability mass function (PMF): 

                  Let X be discrete random variable. Then 𝑃(𝑋 =  𝑥𝑖) = 𝑝(𝑥𝑖) = 𝑝𝑖is said 

to be a Probability mass function of X, if  

(i) 0 ≤ 𝑝(𝑥𝑖) ≤ 1 

(ii) ∑ 𝑝(𝑥𝑖) = 1𝑖  

The collection of pairs {𝑥𝑖 , 𝑝𝑖}, 𝑖 = 1, 2, 3, . ..  is called the probability distribution of 

the random variable X, which is sometimes in the form of a table as given below: 

𝑋 =  𝑥𝑖  𝑥1 𝑥2 . . . 𝑥𝑟  . . . 

P(𝑋 =  𝑥𝑖) 𝑝1 𝑝2 . . . 𝑝𝑟 . . . 

Problems on Discrete Random Variables 

1.A Discrete Random Variable X has the following probability distribution 
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X 0 1 2 3 4 5 6 7 8 

P(x) a 3a 5a 7a 9a 11a 13a 15a 17a 

(i) Find the value of “a”. 

(ii) Find 𝑷[𝑿 < 𝟑], 𝑷[𝟎 < 𝑿 < 𝟑], 𝑷 [𝑿 ≥ 𝟑] 

(iii) Find the distribution of X. 

Solution: 

(i) We know that ∑𝑃(𝑥) = 1 

⇒ 𝑎 + 3𝑎 + 5𝑎 + 7𝑎 + 9𝑎 + 11𝑎 + 13𝑎 + 15𝑎 + 17𝑎 = 1 

           ⇒ 81𝑎 = 1 

           ⇒ 𝑎 = 
1

81
 

(ii) 𝑃[𝑋 < 3] = 𝑃[𝑋 = 0] + 𝑃[𝑋 = 1] + 𝑃[𝑋 = 2] 

                   = 𝑎 + 3𝑎 + 5𝑎 

                    = 9𝑎 

                   = 
9

81
 

 𝑃[0 < 𝑋 < 3] = 𝑃[𝑋 = 1] + 𝑃[𝑋 = 2] 

           = 3𝑎 + 5𝑎 

           = 8𝑎 

          = 
8

81
 

  𝑃 [𝑋 ≥ 3] = 1 −  𝑃[𝑋 < 3] 



ROHINI COLLEGEOF ENGINEERING AND TECHNOLOGY 

MA3303 PROBABILITY AND COMPLEX FUNCTIONS 

 

                    = 1 −  
9

81
 

                     = 
72

81
  

(iii) Distribution of X: 

X P(x) F(X) = P[X≤ 𝒙] 

0 a F(0) = P[X≤ 0] =  
1

81
 

1 3a F(1) = P[X≤ 1] = 𝐹(0) + 𝑃(1) =  
1

81
+

3

81
=

4

81
 

2 5a F(2) = P[X≤ 2] =  𝐹(1) + 𝑃(2) =  
4

81
+

5

81
=

9

81
 

3 7a F(3) = P[X≤ 3] =  𝐹(2) + 𝑃(3) =  
9

81
+

7

81
=

16

81
 

4 9a F(4) = P[X≤ 4] =  𝐹(3) + 𝑃(4) =  
16

81
+

9

81
=

25

81
 

5 11a F(5) = P[X≤ 5] =  𝐹(4) + 𝑃(5) =  
25

81
+
11

81
=

36

81
 

6 13a F(6) = P[X≤ 6] =  𝐹(5) + 𝑃(6) =  
36

81
+
13

81
=

49

81
 

7 15a F(7) = P[X≤ 7] =  𝐹(6) + 𝑃(7) =  
49

81
+
15

81
=

64

81
 

8 17a F(8) = P[X≤ 8] =  𝐹(7) + 𝑃(8) =  
64

81
+
17

81
=

81

81
 

 

2. A Discrete Random Variable X has the following probability distribution 



ROHINI COLLEGEOF ENGINEERING AND TECHNOLOGY 

MA3303 PROBABILITY AND COMPLEX FUNCTIONS 

 

X 0 1 2 3 4 5 6 7 

P(x) 0 k 2k 2k 3k 𝒌𝟐 𝟐𝒌𝟐 𝟕𝒌𝟐 + 𝒌 

(i) Find the value of “k”. 

(ii) Find 𝑷[𝑿 < 𝟔], 𝑷[𝟏 < 𝑿 < 𝟓], 𝑷 [𝑿 ≥ 𝟔], 𝑷[𝑿 > 𝟐] 

(iii) Find 𝑷[𝟏. 𝟓 < 𝑿 < 𝟒. 𝟓 ∕ 𝑿 > 𝟐] 

(iv) Find the distribution of X and find the value of k if 𝑷[𝑿 < 𝒌] >
𝟏

𝟐
 

Solution: 

(i) We know that ∑𝑃(𝑥) = 1 

⇒ 0+ 𝑘 + 2𝑘 + 2𝑘 + 3𝑘 + 𝑘2 + 2𝑘2 + 7𝑘2 + 𝑘 = 1 

              ⇒ 10𝑘2 + 9𝑘 = 1 

              ⇒ 10𝑘2 + 9𝑘 − 1 = 0 

             ⇒ (𝑘 + 1)(10𝑘 − 1) = 0 

              ⇒ 𝑘 = −1 (𝑜𝑟)𝑘 =  
1

10
 

(ii)  𝑃 [𝑋 ≥ 6] =  𝑃[𝑋 = 6] + 𝑃[𝑋 = 7] 

                    = 2𝑘2 + 7𝑘2 + 𝑘 

                     = 9𝑘2 + 𝑘  

                     = 
9

100
+

1

10
 

                     = 
19

100
    

(iii)  𝑃[𝑋 < 6] = 1 −  𝑃[𝑋 ≥ 6] 
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                  = 1 −  
19

100
 

                     = 
81

100
  

(iv)  𝑃[1 < 𝑋 < 5] = 𝑃[𝑋 = 2] + 𝑃[𝑋 = 3] + 𝑃[𝑋 = 4] 

                          = 2𝑘 + 2𝑘 + 3𝑘 

                          = 7𝑘 

                           = 
7

10
 

(v) 𝑃[1.5 < 𝑋 < 4.5 ∕ 𝑋 > 2] =  
𝑃[1∙5 < 𝑋<4∙5 ∩ 𝑋 > 2]

𝑃[𝑋>2]
    

                                                            = 
𝑃[2 < 𝑋<4∙5 ]

𝑃[𝑋>2]
    

                                                            = 
𝑃[𝑋=3]+𝑃[𝑋=4]

𝑃[𝑋>2]
    

                                                             = 
5

10
7

10

 

                                                              = 
5

7
       

Distribution of X: 

X P(x) F(X) = P[X≤ 𝒙] 

0 0 F(0) = P[X≤ 0] =  0 

1 k F(1) = P[X≤ 1] = 𝐹(0) + 𝑃(1) =  0 +
1

10
=

1

10
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2 2k F(2) = P[X≤ 2] =  𝐹(1) + 𝑃(2) =  
1

10
+

2

10
=

3

10
 

3 2k F(3) = P[X≤ 3] =  𝐹(2) + 𝑃(3) =  
3

10
+

2

10
=

5

10
 

4 3k F(4) = P[X≤ 4] =  𝐹(3) + 𝑃(4) =  
5

10
+

3

10
=

8

10
 

5 𝑘2 F(5) = P[X≤ 5] =  𝐹(4) + 𝑃(5) =  
8

10
+

1

100
=

81

100
 

6 2𝑘2 F(6) = P[X≤ 6] =  𝐹(5) + 𝑃(6) =  
81

100
+

2

100
=

83

100
 

7 7𝑘2 + 𝑘 F(7) = P[X≤ 7] =  𝐹(6) + 𝑃(7) =  
83

100
+

7

100
+

1

10
=

100

100
 

 

The value of k = 4 when 𝑃[𝑋 < 𝑘] >
1

2
 

3. If the random variable X takes the values 1, 2, 3 and 4 such that 𝟐𝑷(𝑿 = 𝟏) =

𝟑𝑷(𝑿 = 𝟐) = 𝑷(𝑿 = 𝟑) = 𝟓𝑷(𝑿 = 𝟒). Find the probability distribution. 

Solution: 

Let 2𝑃(𝑋 = 1) = 3𝑃(𝑋 = 2) = 𝑃(𝑋 = 3) = 5𝑃(𝑋 = 4) = 𝑘 

              ⇒ 2𝑃(𝑋 = 1) = 𝑘 

              ⇒ 𝑃(𝑋 = 1) =
𝑘

2
 

             ⇒ 3𝑃(𝑋 = 2) = 𝑘 

              ⇒ 𝑃(𝑋 = 2) =
𝑘

3
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              ⇒ 𝑃(𝑋 = 3) = 𝑘 

             ⇒ 5𝑃(𝑋 = 3) = 𝑘 

              ⇒ 𝑃(𝑋 = 3) =
𝑘

5
 

We know that ∑𝑃(𝑥) = 1 

    ⇒ 𝑃(1) + 𝑃(2) + 𝑃(3) + 𝑃(4) = 1 

   ⇒
𝑘

2
+
𝑘

3
+ 𝑘 +

𝑘

5
= 1 

  ⇒
15𝑘+10𝑘+30𝑘+6𝑘

30
= 1 

 ⇒
61𝑘

30
= 1 

 ⇒ 𝑘 =
30

61
 

The Probability Distribution is  

X 1 2 3 4 

P(x) 𝑘

2
=
1

2
×
30

61
=
15

61
 

𝑘

3
=
1

3
×
30

61
=
10

61
 𝑘 =

30

61
 

𝑘

5
=
1

5
×
30

61
=
6

61
 

 

4. Suppose that the random variable X assumes three values 0, 1 and 2 with 

probabilities 1/3, 1/6 and ½ respectively. Obtain the distribution function of X. 

Solution: 
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Values of X = x 0 1 2 

P(x) 1/3 1/6 1/2 

 P(0) P(1) P(2) 

The distribution of X 

X P(x) F(X) = P[X≤ 𝒙] 

0 0 F(0) = P[X≤ 0] =  
1

3
 

1 k F(1) = P[X≤ 1] = 𝐹(0) + 𝑃(1) =  
1

3
+
1

6
=

1

2
 

2 2k F(2) = P[X≤ 2] =  𝐹(1) + 𝑃(2) =  
1

2
+
1

2
= 1 

 

Mathematical expectation for discrete random variable 

Note: 

(i) 𝐸(𝑐)  =  𝑐 

(ii) 𝑉𝑎𝑟(𝑐)  =  0 

(iii) 𝐸(𝑎𝑋)  =  𝑎𝐸(𝑋) 

(iv) 𝐸(𝑎𝑋 + 𝑏) =  𝑎𝐸(𝑋) + 𝑏 

(v) 𝑉𝑎𝑟(𝑎𝑋)  =  𝑎2𝑉𝑎𝑟(𝑋) 

(vi) 𝑉𝑎𝑟(𝑎𝑋 ± 𝑏) =  𝑎2𝑉𝑎𝑟(𝑋) 
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Problems: 

 If 𝑽𝒂𝒓(𝑿)  =  𝟒, find 𝑽𝒂𝒓(𝟒𝑿 + 𝟓), where X is a random variable. 

Solution: 

We know that 𝑉𝑎𝑟(𝑎𝑋 + 𝑏) =  𝑎2𝑉𝑎𝑟(𝑋) 

Here 𝑎 =  4, 𝑉𝑎𝑟(𝑋)  =  4 

 𝑉𝑎𝑟(4𝑋 + 5) = 42𝑉𝑎𝑟(𝑋) = 16 × 4 = 64 

Continuous Random Variable: 

                           If X is a random variable4 which can take all the values in an 

interval then X is called continuous random variable. 

Properties of Probability Density Function: 

           The Probability density function of the random variable X denoted by f(x) has 

the following properties. 

(i) 𝑓(𝑥) ≥ 0 

(ii) ∫ 𝑓(𝑥)𝑑𝑥 = 1
∞

−∞
 

Cumulative Distribution Function (CDF): 

𝐹𝑋(𝑥) = 𝑃(𝑋 ≤ 𝑥) =  ∫𝑓(𝑥)𝑑𝑥

𝑥

−∞

 

Properties of CDF: 
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(i) 𝐹(−∞) = 0 

(ii) 𝐹(∞) = 1 

(iii) 
𝑑

𝑑𝑥
[𝐹(𝑥)] = 𝑓(𝑥) 

(iv) 𝑃(𝑋 ≤ 𝑎) = 𝐹(𝑎) 

(v) 𝑃(𝑋 > 𝑎) = 1 − 𝐹(𝑎) 

(vi) 𝑃(𝑎 ≤ 𝑋 ≤ 𝑏) = 𝐹(𝑏) − 𝐹(𝑎) 

Problems on Continuous Random Variables: 

1. A continuous random variable X has a density function 𝒇(𝒙) =  
𝑲

𝟏+𝒙𝟐
 , −∞ ≤

𝑿 ≤ ∞. Find the values of K. 

Solution: 

We know that ∫ 𝑓(𝑥)𝑑𝑥 = 1
∞

−∞
 

                        ⇒ ∫
𝐾

1+𝑥2
𝑑𝑥 = 1

∞

−∞
 

                        ⇒ 𝐾∫
𝑑𝑥

1+𝑥2
= 1

∞

−∞
 

                       ⇒ 𝐾∫
𝑑𝑥

1+𝑥2
= 1

∞

−∞
 

                      ⇒ 𝐾[𝑡𝑎𝑛−1𝑥]−∞
∞ = 1 

                      ⇒ 𝐾[𝑡𝑎𝑛−1∞− 𝑡𝑎𝑛−1(−∞)] = 1 



ROHINI COLLEGEOF ENGINEERING AND TECHNOLOGY 

MA3303 PROBABILITY AND COMPLEX FUNCTIONS 

 

                          ⇒ 𝐾 [
𝜋

2
+
𝜋

2
] = 1 

                          ⇒ 𝐾 [
2𝜋

2
] = 1 

                              ⇒ 𝐾 = 
1

𝜋
 

2. If a random variable X has PDF 𝒇(𝒙) =  {
𝟏

𝟒
, |𝒙| < 𝟐

𝟎, |𝒙| > 𝟐
 Find (i) 𝑷[𝑿 < 𝟏] 

(ii) 𝑷[|𝑿| > 𝟏] (𝒊𝒊𝒊)𝑷[𝟐𝑿 + 𝟑 > 𝟓] 

Solution: 

(i) 𝑃[𝑋 < 1] = ∫ 𝑓(𝑥)𝑑𝑥
1

−2
 

                = ∫
1

4
𝑑𝑥

1

−2
   

                =
1

4
 [𝑥]−2

 1  

               =
1

4
[1 − (−2)] 

               =
3

4
 

(ii) 𝑃[|𝑋| > 1] = 1 − 𝑃[−1 < 𝑋 < 1]  

                    = 1 − ∫ 𝑓(𝑥)𝑑𝑥
1

−1
 

                    = 1 − ∫
1

4
𝑑𝑥

1

−1
   

                    = 1 −
1

4
 [𝑥]−1

 1  

                    = 1 −
1

4
[1 − (−1)] 
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                     = 1 −
2

4
 

                      =
2

4
     

(iii)   𝑃[2𝑋 + 3 > 5] = 𝑃[2𝑋 > 5 − 3] 

                            = 𝑃 [𝑋 >
5−3

2
] 

                            = 𝑃 [𝑋 >
2

2
] 

                           = 𝑃[𝑋 > 1] 

                           = ∫ 𝑓(𝑥)𝑑𝑥
2

1
 

                           = ∫
1

4
𝑑𝑥

2

1
   

                           =
1

4
 [𝑥]1

 2 

                           =
1

4
[2 − (1)] =

1

4
 

Mathematical expectation of continuous random variables 

(i) 𝐸(𝑋) = ∫ 𝑥 𝑓(𝑥)𝑑𝑥
∞

−∞
 

(ii) 𝐸(𝑋2) = ∫ 𝑥2 𝑓(𝑥)𝑑𝑥
∞

−∞
 

(iii) 𝑉𝑎𝑟(𝑋) = 𝐸(𝑋2) − 𝐸[(𝑋)]2 

Problems: 

1. Let X be a continuous random variable with probability density function 

𝒇(𝒙) = 𝒌𝒙(𝟐 − 𝒙), 𝟎 < 𝒙 < 𝟐. Find (i) k (ii) mean (iii) variance (iv) cumulative 

distribution function of X (v) rth moment. 
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Solution: 

(i) To find k 

               ∫ 𝑓(𝑥)𝑑𝑥 = 1 ⇒ 𝑘 ∫ (2𝑥 − 𝑥2)𝑑𝑥
2

0

2

0
= 1 

                                         ⇒ 𝑘 [
2𝑥2

2
−

𝑥3

3
]
0

2

= 1 

                                         ⇒ 𝑘 [4 − 
8

3
] = 1 

                                         ⇒ 𝑘 (
4

3
) = 1 

                                        ⇒ 𝑘 = 
3

4
 

(ii) To calculate mean of X 

               𝐸(𝑋) = ∫ 𝑥 𝑓(𝑥)𝑑𝑥
2

0
 

                         = ∫ 𝑥2  
3

4
(2 − 𝑥)𝑑𝑥

2

0
 

                         =
3

4
∫ (2𝑥2 − 𝑥3)𝑑𝑥
2

0
 

                         =
3

4
[
2𝑥3

3
−
𝑥4

4
]
0

2

 

                        =
3

4
(
16

3
− 4) 

                       =
3

4
×
4

3
= 1 

(iii) To calculate variance of X 
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         𝐸(𝑋2) = ∫ 𝑥2 𝑓(𝑥)𝑑𝑥
2

0
 

                         = ∫ 𝑥3  
3

4
(2 − 𝑥)𝑑𝑥

2

0
 

                         =
3

4
∫ (2𝑥3 − 𝑥4)𝑑𝑥
2

0
 

                         =
3

4
[
2𝑥4

4
−
𝑥5

5
]
0

2

 

                        =
3

4
(8 −

32

5
) 

                       =
3

4
×
8

5
=

6

5
 

 𝑉𝑎𝑟(𝑋) = 𝐸(𝑋2) − 𝐸[(𝑋)]2 

               =
6

5
− 1 =  

1

5
 

(iv) To calculate CDF of X 

          𝐹𝑋(𝑥) = 𝑃(𝑋 ≤ 𝑥) =  ∫ 𝑓(𝑥)𝑑𝑥
𝑥

−∞
 

                                        = ∫  𝑓(𝑥)𝑑𝑥
𝑥

0
 

                                        = ∫  
3

4
𝑥(2 − 𝑥)𝑑𝑥

𝑥

0
 

                                        =
3

4
∫ (2𝑥 − 𝑥2)𝑑𝑥
𝑥

0
 

                                        =
3

4
[
2𝑥2

2
−
𝑥3

3
]
0

𝑥

 

                                       =
3

4
(𝑥2 −

𝑥3

2
) 
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                                    =
1

4
(3𝑥2 − 𝑥3) 

 𝐹(𝑥) = {

0;                 𝑥 < 0
1

4
(3𝑥2 − 𝑥3);   0 ≤ 𝑥 < 2

1;                   𝑥 ≥ 2

 

(v) To find the rth moment: 

                        𝐸(𝑥𝑟) = ∫ 𝑥𝑟  𝑓(𝑥)𝑑𝑥
∞

−∞
 

                                   = ∫ 𝑥𝑟  
3

4
𝑥(2 − 𝑥)𝑑𝑥

2

0
 

                                   =
3

4
∫ (2𝑥𝑟+1 − 𝑥𝑟+2)
2

0
𝑑𝑥 

                                   =
3

4
[
2𝑥𝑟+2

𝑟+2
−
𝑥𝑟+3

𝑟+3
]
0

2

 

                                  =
3

4
[(2

2𝑟+2

𝑟+2
−
2𝑟+3

𝑟+3
) − (0 − 0)] 

                                   =
3

4
× 2𝑟22 [

1

𝑟+2
−

1

𝑟+3
] 

                                  = 6 ∙
2𝑟

(𝑟+2)(𝑟+3)
         

2. The probability distribution function of a random variable X is 

 𝒇(𝒙) = {
   𝒙;                 𝟎 < 𝒙 < 𝟏
𝟐 − 𝒙;           𝟏 < 𝒙 < 𝟐
𝟎;                   𝒙 > 𝟐

 Find the cdf of X. 

Solution: 

We know that c.d.f 𝐹(𝑥) = ∫ 𝑓(𝑥)𝑑𝑥
𝑥

−∞
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(i) When 𝟎 < 𝒙 < 𝟏 

      𝐹(𝑥) = ∫ 𝑓(𝑥)𝑑𝑥
0

−∞
+ ∫ 𝑓(𝑥)𝑑𝑥

𝑥

0
  

                = 0 + ∫ 𝑥 𝑑𝑥
𝑥

0
 

                 = [
𝑥2

2
]
0

𝑥

 

                =
𝑥2

2
− 0 

                =
𝑥2

2
 

(ii) When 𝟏 < 𝒙 < 𝟐 

     𝐹(𝑥) = ∫ 𝑓(𝑥)𝑑𝑥
0

−∞
+ ∫ 𝑓(𝑥)𝑑𝑥

1

0
+ ∫ 𝑓(𝑥)𝑑𝑥

𝑥

1
  

               = 0 + ∫ 𝑓(𝑥)𝑑𝑥
1

0
+ ∫ 𝑥 𝑑𝑥

𝑥

1
 

               = [
𝑥2

2
]
0

1

+ [2𝑥 −
𝑥2

2
]
1

𝑥

 

               = (
1

2
− 0) + [(2𝑥 −

𝑥2

2
) − (2 −

1

2
)] 

               =
1

2
+ 2𝑥 −

𝑥2

2
−
3

2
 

       = 2𝑥 − 
𝑥2

2
− 1 

(iii) When 𝒙 > 𝟐 

     𝐹(𝑥) = ∫ 𝑓(𝑥)𝑑𝑥
0

−∞
+ ∫ 𝑓(𝑥)𝑑𝑥

1

0
+ ∫ 𝑓(𝑥)𝑑𝑥

2

1
+ ∫ 𝑓(𝑥)𝑑𝑥

𝑥

2
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               = 0 + ∫ 𝑓(𝑥)𝑑𝑥
1

0
+ ∫ 𝑓(𝑥)𝑑𝑥

2

1
+ ∫ 𝑥 𝑑𝑥

𝑥

2
 

               = 0 + ∫ 𝑥 𝑑𝑥
1

0
+ ∫ (2 − 𝑥)𝑑𝑥

2

1
+ 0 

               = [
𝑥2

2
]
0

1

+ [2𝑥 −
𝑥2

2
]
1

2

 

               = (
1

2
− 0) + [(4 − 2) − (2 −

1

2
)] 

               =
1

2
+ 2 −

3

2
    = 1 

       𝐹(𝑥) =

{
 

 
𝑥2

2
;                 0 < 𝑥 < 1

2𝑥 − 
𝑥2

2
− 1;   1 < 𝑥 < 2

1;                   𝑥 > 2

 

3. The Cumulative distribution function of a random variable X is given by  

𝑭(𝒙) =

{
 
 

 
 

   𝟎;           𝒙 < 𝟎

𝒙𝟐;           𝟎 ≤ 𝒙 <
𝟏

𝟐

𝟏 −
𝟑

𝟐𝟓
(𝟑 − 𝒙)𝟐;  

𝟏

𝟐
≤ 𝒙 < 𝟑

𝟏,           𝒙 ≥ 𝟑 

 

Find the pdf of X and evaluate 𝑷(|𝑿| ≤ 𝟏) using both pdf and cdf. 

Solution: 

Given  

𝐹(𝑥) =

{
 
 

 
 

   0;           𝑥 < 0

𝑥2;           0 ≤ 𝑥 <
1

2

1 −
3

25
(3 − 𝑥)2;  

1

2
≤ 𝑥 < 3

1,           𝑥 ≥ 3 
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Pdf id 𝑓(𝑥) =
𝑑

𝑑𝑥
[𝐹(𝑥)]  

𝑓(𝑥) =

{
 
 

 
 

   0;           𝑥 < 0

2𝑥;           0 ≤ 𝑥 <
1

2
6

25
(3 − 𝑥); 

1

2
≤ 𝑥 < 3

0,           𝑥 ≥ 3 

 

To find 𝑷(|𝑿| ≤ 𝟏) using cdf: 

             𝑃(|𝑋| ≤ 1) = 𝑃(−1 ≤ 𝑋 ≤ 1) 

                                = 𝐹(1) − 𝐹(−1) 

                                 = [1 −
3

25
(3 − 1)2] − 0 

                                 = 1 −
12

25
 

                                 =
25−12

25
= 

13

25
 

To find 𝑷(|𝑿| ≤ 𝟏) using pdf: 

             𝑃(|𝑋| ≤ 1) = 𝑃(−1 ≤ 𝑋 ≤ 1) 

                                  = ∫ 𝑓(𝑥)𝑑𝑥
1

−1
 

= ∫𝑓(𝑥)𝑑𝑥

0

−1

+∫𝑓(𝑥)𝑑𝑥

1
2

0

+∫𝑓(𝑥)𝑑𝑥

1

1
2
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= 0 +∫2𝑥 𝑑𝑥

1
2

0

+∫
6

25
(3 − 𝑥)𝑑𝑥

1

1
2

 

                                      = 2(
𝑥2

2
)
0

1

2
+

6

25
[3𝑥 −

𝑥2

2
]1
2

1

 

                                      =
1

4
+

6

25
[3 −

1

2
−
3

2
+
1

8
] 

                                     =
13

25
 

Moment Generating Function: 

The moment generating function (MGF) of a random variable “X” (about origin) 

whose probability function f(x) is given by 𝑀𝑋(𝑡) = 𝐸(𝑒
𝑡𝑥) 

=

{
 
 

 
 ∫ 𝑒𝑡𝑥𝑓(𝑥)𝑑𝑥, 𝑓𝑜𝑟 𝑎 𝑐𝑜𝑛𝑡𝑖𝑛𝑢𝑜𝑢𝑠 𝑟𝑎𝑛𝑑𝑜𝑚 𝑣𝑎𝑟𝑖𝑎𝑏𝑙𝑒

∞

−∞

∑ 𝑒𝑡𝑥𝑝(𝑥), 𝑓𝑜𝑟 𝑎 𝑑𝑖𝑠𝑐𝑟𝑒𝑡𝑒 𝑝𝑟𝑜𝑏𝑎𝑏𝑖𝑙𝑖𝑡𝑦 𝑑𝑖𝑠𝑡𝑟𝑖𝑏𝑢𝑡𝑖𝑜𝑛

∞

𝑥=−∞

 

Problems: 

1. If a random variable “X” has the MGF, 𝑴𝑿(𝒕) =
𝟐

𝟐−𝒕
, find the variance of X. 

Solution: 

Given 𝑀𝑋(𝑡) =
2

2−𝑡 
= 2(2 − 𝑡)−1 

          𝑀𝑋
′(𝑡) = −2(2 − 𝑡)−2(−1)   
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                                        = 2(2 − 𝑡)−2 

  𝑀𝑋
′(𝑡 = 0) = 2(2 − 0)−2 =

2

4
=

1

2
        

  𝑀𝑋′
′(𝑡) = −4(2 − 𝑡)−3(−1)   

                = 4(2 − 𝑡)−3 

 𝑀𝑋′
′(𝑡 = 0) = 4(2 − 0)−3 =

4

8
=

1

2
 

 𝑉𝑎𝑟(𝑋) = 𝐸(𝑋2) − 𝐸[(𝑋)]2 

               =
1

2
−
1

4
=

1

4
 

Moments 

The rth moment about origin  is 𝜇r
′ = 𝐸[ 𝑥r

′] 

First moment about origin 𝜇1
′ = 𝐸[𝑋]= 𝐸(𝑋2) − [𝐸(𝑋)]2 

Variance 𝜎2 = 𝜇2
′ − (𝜇1

′ )2 

The rth moment about mean is 𝜇𝑟 = 𝐸[(𝑋 − 𝜇)
𝑟], 𝑤ℎ𝑒𝑟𝑒 𝜇 𝑖𝑠 𝑚𝑒𝑎𝑛 𝑜𝑓 𝑋. 

 ⇒ 𝜇1 = 𝐸[(𝑋 − 𝜇)
1] 

       = 𝐸[𝑋] − 𝐸[𝜇] =  𝜇 − 𝜇 = 0 

 ⇒ 𝜇1 = 0 

 ⇒ 𝜇2 = 𝐸[(𝑋 − 𝜇)
2] 
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          = 𝐸[𝑋2 + 𝜇2 − 2𝑋𝜇] 

         = 𝐸[𝑋2] + 𝜇2 − 2𝐸[𝑋]𝜇 

         =  𝐸(𝑋2) + [𝐸(𝑋)]2 − 2𝐸(𝑋)𝐸(𝑋) 

          =  𝐸(𝑋2) + [𝐸(𝑋)]2 − 2[𝐸(𝑋)]2 

          =  𝐸(𝑋2) − [𝐸(𝑋)]2 = 𝜎2 

 ⇒ 𝜇2 = 𝜎
2 

1. If the probability density of X is given  𝒇(𝒙) =  {
𝟐(𝟏 − 𝒙) 𝟎 < 𝒙 < 𝟏

𝟎 𝒐𝒕𝒉𝒆𝒓𝒘𝒊𝒔𝒆
  Find 

its rth moment about origin. Hence find evaluate 𝑬[(𝟐𝑿 + 𝟏)𝟐] 

Solution: 

The rth moment about origin is given by  

 𝜇r
′ = 𝐸[ 𝑥r

′] = ∫ 𝑥𝑟
1

0
𝑓(𝑥)𝑑𝑥 

                   = ∫ 𝑥𝑟
1

0
2(1 − 𝑥)𝑑𝑥 

                   = 2∫  
1

0
(𝑥𝑟 − 𝑥𝑟+1)𝑑𝑥 

                  = 2 [
𝑥𝑟+1

𝑟+1
−
𝑥𝑟+1+1

𝑟+2
]
0

1

 

                  = 2 [
1

𝑟+1
−

1

𝑟+2
]
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                  = 2 [
(𝑟+2)−(𝑟+1)

(𝑟+2)(𝑟+1)
]
  

 

=
2

𝑟2+3𝑟+2
 

 𝐸[(2𝑋 + 1)2] = 𝐸[4𝑋2 + 4𝑋 + 1] 

                        = 4𝐸[𝑋2] + 4𝐸[𝑋] + 1 

                        = 4𝜇2
′ + 4𝜇1

′ + 1 

                          = 4
2

22+3(2)+2
+ 4

2

22+3(2)+2
+ 1 

                         =
8

12
+
8

6
+ 1 = 3 

 ∴ 𝐸[(2𝑋 + 1)2] = 3 

Moment Generating Function (MGF)  

Let 𝑋 be a random variable. Then the MGF of 𝑋 is 𝑀𝑋(𝑡) = 𝐸[𝑒
𝑡𝑥]  

If 𝑋 is a discrete random variable, then the MGF is given by 

𝑀𝑋(𝑡) =∑  

𝑥

𝑒𝑡𝑥𝑝(𝑥) 

If 𝑋 is a continuous random variable, then the MGF is given by 

𝑀𝑋(𝑡) = ∫  
∞

−∞

𝑒𝑡𝑥𝑓(𝑥)𝑑𝑥 

Define MGF and why it is called so?   
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Solution:  

Let 𝑋 be a random variable. Then the MGF of 𝑋 is 𝑀𝑥(𝑡) = 𝐸[𝑒
𝑡𝑋] . 

Let 𝑋 be a continuous random variable. Then 

𝑀𝑋(𝑡)= ∫  
∞

−∞
 𝑒𝑡𝑥𝑓(𝑥)𝑑𝑥 = ∫  

∞

−∞
  [1 +

𝑡𝑥

1!
+
𝑡2𝑥2

2!
+⋯

𝑡𝑟𝑥𝑟

𝑟!
+⋯]𝑓(𝑥)𝑑𝑥 

=∫  
∞

−∞
  [𝑓(𝑥) +

𝑡𝑥

1!
𝑓(𝑥) +

𝑡2𝑥2

2!
𝑓(𝑥) +⋯

𝑡𝑟𝑥𝑟

𝑟!
𝑓(𝑥) +⋯] 𝑑𝑥 

=∫  
∞

−∞
 𝑓(𝑥)𝑑𝑥 +

𝑡

1!
∫  
∞

−∞
 𝑥𝑓(𝑥)𝑑𝑥 +

𝑡2

2!
∫  
∞

−∞
  𝑥2𝑓(𝑥)𝑑𝑥…+

𝑡𝑟

𝑟!
∫  
∞

−∞
 𝑥𝑟𝑓(𝑥)𝑑𝑥 + ⋯ 

𝑀𝑋(𝑡) = 1 +
𝑡

1!
𝜇1
′ +

𝑡2

2!
𝜇2
′ +⋯

𝑡𝑟

𝑟!
𝜇𝑟
′ +⋯…… 

∵ 𝑀𝑋(𝑡) generates moments therefore it is moment generation function 

Note:  

If 𝑋 is a discrete RV and if 𝑀𝑋(𝑡) is known, then 𝜇𝑟
′ = [

𝑑𝑟

𝑑𝑡𝑟
[𝑀𝑋(𝑡)]]

𝑡=0
 

If 𝑋 is a continuous RV and if 𝑀𝑋(𝑡) is known, then 𝜇r
′  

= 𝑟! ×  coeff of 𝑡𝑟 in 𝑀𝑋(𝑡) 

Problems under MGF of discrete random variable 

𝑀𝑋(𝑡) =∑  

𝑥

𝑒𝑡𝑥𝑝(𝑥) 
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If 𝑋 is a discrete RV and if 𝑀𝑋(𝑡) is known, then 𝜇𝑟
′ = [

𝑑𝑟

𝑑𝑡𝑟
[𝑀𝑋(𝑡)]]

𝑡=0
  

1. Let 𝑿 be the number occur when a die is thrown. Find the MGF mean and 

variance of X.  

Solution: 

𝑥 1 2 3 4 5 6 

𝑝(𝑥) 1/6 1/6 1/6 1/6 1/6 1/6 

 (i) 𝑀𝑋(𝑡)  = ∑𝑥=1
6  𝑒𝑡𝑥𝑝(𝑥) 

   = 𝑒𝑡𝑃(1) + 𝑒2𝑡𝑃(2) + 𝑒3𝑡𝑃(3) + 𝑒4𝑡𝑃(4) + 𝑒5𝑡𝑃(5) + 𝑒6𝑡𝑃(6)  

    = 𝑒𝑡
1

6
+ 𝑒2𝑡

1

6
+ 𝑒3𝑡

1

6
+ 𝑒4𝑡

1

6
+ 𝑒5𝑡

1

6
+ 𝑒6𝑡

1

6
  

𝑀𝑋(𝑡)  =
1

6
[𝑒𝑡 + 𝑒2𝑡 + 𝑒3𝑡 + 𝑒4𝑡 + 𝑒5𝑡 + 𝑒6𝑡]  

(ii) 𝐸(𝑋)  = [
𝑑

𝑑𝑡
𝑀𝑋(𝑡)]

𝑡=0
=

1

6
[𝑒𝑡 + 2𝑒2𝑡 + 3𝑒3𝑡 + 4𝑒4𝑡 + 5𝑒5𝑡 + 6𝑒6𝑡]𝑡=0  

                             =
1

6
[1 + 2 + 3 + 4 + 5 + 6] =

21

6
  

               ⇒ 𝐸(𝑋) = 3.5  

𝐸(𝑋2) = [
𝑑2

𝑑𝑡2
[𝑀𝑋(𝑡)]]

𝑡=0

  

           =
1

6
[𝑒𝑡 + 4𝑒2𝑡 + 9𝑒3𝑡 + 16𝑒4𝑡 + 25𝑒5𝑡 + 36𝑒6𝑡]  
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           =
1

6
(1 + 4 + 9 + 16 + 25 + 36) =

91

6
 

           = 15.1 

(iii) Variance of 𝑋 = 𝐸(𝑋2) − [𝐸(𝑋)]2 = 15.1 − 12.25 

                                  𝜎𝑋 = 2.85 

2. Find the moment generating function for the distribution 

where (𝑿 = 𝒙) = {

𝟐

𝟑
; 𝒙 = 𝟏

𝟏

𝟑
; 𝒙 = 𝟐 . Also find its mean & variance, 

𝟎 ; otherwise 

 

Solution:  

The probability distribution of 𝑋 is given by 

𝑥 1 2 

𝑝(𝑥) 2/3 1/3 

 ⇒ 𝑀𝑋(𝑡) = 𝐸[𝑒
𝑡𝑥]   = ∑  2

𝑥=1  𝑒
𝑡𝑥𝑝(𝑥) 

                              = 𝑒𝑡𝑝(𝑋 = 1) + 𝑒2𝑡𝑝(𝑋 = 2) = 𝑒𝑡
2

3
+ 𝑒2𝑡

1

3
  

 ⇒ 𝑀𝑋(𝑡) =
1

3
(2𝑒𝑡 + 𝑒2𝑡)  

  ⇒ 𝐸(𝑋) = 𝑀𝑋
′ (0)  

                = [
𝑑

𝑑𝑡
[
1

3
(2𝑒𝑡 + 𝑒2𝑡)]]

𝑡=0
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                  =
1

3
(2𝑒𝑡 + 2𝑒2𝑡) 

 ⇒ 𝐸(𝑋) =   
4

3
 

 ⇒ 𝐸(𝑋2) = 𝑀𝑋
′′(0) = [

𝑑2

𝑑𝑡2
[
1

3
(2𝑒𝑡 + 𝑒2𝑡)]]

𝑡=0

 

                                 = [
𝑑

𝑑𝑡
[
1

3
(2𝑒𝑡 + 2𝑒2𝑡)]]

𝑡=0
 

                                = [
1

3
(2𝑒𝑡 + 4𝑒2𝑡)𝑡=0]  =

6

3
= 2  

Variance of 𝑋 = 𝐸(𝑋2) − [𝐸(𝑋)]2 = 2 − (
4

3
)
2
  

 ⇒ Var (𝑋) =
2

9
  

3. Let 𝑿 be a 𝐑𝐕 with PMF 𝑷(𝒙) = (
𝟏

𝟐
)
𝒙
; 𝒙 = 𝟏, 𝟐, 𝟑,…. Find MGF and hence 

find mean and variance of 𝑿. 

Solution: 

 (i) 𝑀𝑋(𝑡)  = 𝐸[𝑒
𝑡𝑋] 

   = ∑  ∞
𝑥=1  𝑒

𝑡𝑥𝑝(𝑥) 

                  = ∑𝑥=1
∞  𝑒𝑡𝑥 (

1

2
)
𝑥
                            

                 = ∑𝑥=1
∞   (

𝑒𝑡

2
)
𝑥
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                  = [
𝑒𝑡

2
+ (

𝑒𝑡

2
)
2

+ (
𝑒𝑡

2
)
3

+⋯]       

                     =
𝑒𝑡

2
(1 +

𝑒𝑡

2
+ (

𝑒𝑡

2
)
2

+⋯) 

                    =
𝑒𝑡

2
(1 −

𝑒𝑡

2
)
−1

                     

                    =
𝑒𝑡

2

𝑒𝑡

2−𝑒𝑡
   

 ⇒ 𝑀𝑋(𝑡)  =  
𝑒𝑡

2−𝑒𝑡
 

 (ii)  𝐸(𝑋) = [
𝑑

𝑑𝑡
[𝑀𝑋(𝑡)]]

𝑡=0
 

                  =[
𝑑

𝑑𝑡
(
𝑒𝑡

2−𝑒𝑡
)]
𝑡=0

 

                  = [
(2−𝑒𝑡)𝑒𝑡−𝑒𝑡(0−𝑒𝑡)

(2−𝑒𝑡)2
]
𝑡=0

  

                   = [
2𝑒𝑡−𝑒2𝑡+𝑒2𝑡

(2−𝑒𝑡)2
]
𝑡=0

 ∵ 𝑑 (
𝑢

𝑣
) =

𝑣𝑢′−𝑢𝑣′

𝑣2
  

                    = [
2𝑒𝑡

(2−𝑒𝑡)2
]
𝑡=0
] =

2

1
  

 ⇒ 𝐸(𝑋) = 2 

𝐸(𝑋2) = [
𝑑2

𝑑𝑡2
[𝑀𝑋(𝑡)]]

𝑡=0
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            = [
𝑑

𝑑𝑡
(

2𝑒𝑡

(2−𝑒𝑡)2
)]
𝑡=0

  

           = [
(2−𝑒𝑡)

2
2𝑒𝑡−2𝑒𝑡2(2−𝑒𝑡)(−𝑒𝑡)

(2−𝑒𝑡)4
]
𝑡=0

=
2+4

1
= 6 

(iii) Variance = 𝐸(𝑋2) − [𝐸(𝑋)]2 = 6 − 4 

                Var (𝑋) = 2 

Problems under MGF of discrete random variable 

𝑀𝑋(𝑡) = ∫  
∞

−∞

𝑒𝑡𝑥𝑓(𝑥)𝑑𝑥 

If 𝑋 is a continuous RV and if 𝑀𝑋(𝑡) is known, then 𝜇r
′  

= 𝑟! ×  coeff of 𝑡𝑟 in 𝑀𝑋(𝑡) 

1. If a random variable “X” has the MGF, 𝑴𝑿(𝒕) =
𝟐

𝟐−𝒕
, find the variance of X. 

Solution: 

 Given 𝑀𝑋(𝑡) =
2

2−𝑡 
= 2(2 − 𝑡)−1 

             𝑀𝑋
′(𝑡) = −2(2 − 𝑡)−2(−1)   

                          = 2(2 − 𝑡)−2 

 𝑀𝑋
′(𝑡 = 0) = 2(2 − 0)−2 =

2

4
=

1

2
        

 𝑀𝑋′
′(𝑡) = −4(2 − 𝑡)−3(−1)   
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               = 4(2 − 𝑡)−3 

 𝑀𝑋′
′(𝑡 = 0) = 4(2 − 0)−3 =

4

8
=

1

2
 

 𝑉𝑎𝑟(𝑋) = 𝐸(𝑋2) − 𝐸[(𝑋)]2 

               =
1

2
−
1

4
=

1

4
 

2. Let X be a RV with PDF 𝒇(𝒙) = 𝒌𝒆−𝟐𝒙, 𝒙 ≥ 𝟎. Find (i) 𝒌, (ii) 𝐌𝐆𝐅, (iii) Mean  

and  (iv) variance 

Solution:  

Given 𝑓(𝑥) = 𝑘𝑒−2𝑥; 0 ≤ 𝑥 < ∞ 

(i) To find 𝒌 

 
 

⇒ ∫  𝑓(𝑥)𝑑𝑥
∞

0
= 1 

 ⇒ ∫ 𝑘𝑒−2𝑥𝑑𝑥
∞

0
= 1 

⇒ 𝑘 [
𝑒−2𝑥

−2
]
0

∞

= 1 

 ⇒
𝑘

−2
(𝑒−∞ − 1) = 1 

 ⇒
𝑘

−2
(0 − 1) = 1 

⇒
𝑘

2
= 1            
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  ⇒ 𝑘 = 2 

(ii) 𝑀𝑋(𝑡) = 𝐸[𝑒
𝑡𝑥]                          

                 = ∫
0

∞
 𝑒𝑡𝑥𝑓(𝑥)𝑑𝑥 

                    = 2∫
0

∞
 𝑒𝑡𝑥𝑒−2𝑥𝑑𝑥 = 2∫

0

∞
 𝑒𝑡𝑥−2𝑥𝑑𝑥 

                  = 2∫
0

∞
 𝑒−(2−𝑡)𝑥𝑑𝑥 = 2 [

𝑒−(2−𝑡)𝑥

−(2−𝑡)
]
0

∞

= 2(0 +
1

2−𝑡
) 

 𝑀𝜒(𝑡)  =
2

2−𝑡
 

(iii) To find Mean and Variance 

𝑀𝑋(𝑡) =
2

2 (1 −
𝑡
2)
= (1 −

𝑡

2
)
−1

= 1 +
𝑡

2
+
𝑡2

22
+⋯ 

Coefficient of 𝑡 =
1

2
 Coefficient of 𝑡2 =

1

22
 

Mean 𝐸(𝑋) = 𝜇1
′ = 1! × coefficient of 𝑡 ⇒ 𝐸(𝑋) =

1

2
 

  𝐸(𝑋2) = 2! × coefficient of 𝑡2 = 2 ×
1

22
=

1

2
 

(iv) Variance = 𝐸(𝑋2) − [𝐸(𝑋)]2 =
1

2
−
1

4
=

2−1

4
 

             Var (𝑋) =
1

4
 

3.  Let 𝑿 be a continuous RV with PDF 𝒇(𝒙) = 𝑨𝒆
−𝒙

𝟑 ; 𝒙 ≥ 𝟎. Find (i) 𝑨, (ii) 

MGF,(iii) Mean and (iv) variance 

Solution:  
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Given 𝑓(𝑥) = 𝐴𝑒
−𝑥

3 ; 0 ≤ 𝑥 ≤ ∞ 

(i) To find 𝑨 

⇒ ∫  𝑓(𝑥)𝑑𝑥
∞

0
= 1  

 ⇒ ∫ 𝐴𝑒
−𝑥

3 𝑑𝑥
∞

0
  = 1 

 ⇒ 𝐴 [
𝑒
−𝑥
3

−
1

3

]
0

∞

= 1 

 ⇒ −3𝐴(0 − 1) = 1 

  ⇒ 3𝐴 = 1 ⇒ 𝐴 =
1

3
 

∴ 𝑓(𝑥) =
1

3
𝑒
−𝑥
3 ; 0 ≤ 𝑥 ≤ ∞ 

(ii) 𝑀𝑋(𝑡)  = 𝐸[𝑒
𝑡𝑥] = ∫

0

∞
 𝑒𝑡𝑥𝑓(𝑥)𝑑𝑥 =

1

3
∫
0

∞
 𝑒𝑡𝑥𝑒

−𝑥
3 𝑑𝑥 

                  =
1

3
∫
0

∞
 𝑒𝑡𝑥−

𝑥

3𝑑𝑥 =
1

3
∫
0

∞
 𝑒
−(

1

3
−𝑡)𝑥

𝑑𝑥 =
1

3
[
𝑒
−(
1
3
−𝑡)𝑥

−(
1

3
−𝑡)

]
0

∞

 

                  =
1

3
[0 +

1
1

3
−𝑡
]  =

1

3

1
1−3𝑡

3

 

                   = (1 − 3𝑡)−1 

(iii) To find mean and variance: 

𝑀𝑋(𝑡) = (1 − 3𝑡)
−1 
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            = 1 + 3𝑡 + 9𝑡2 + 27𝑡3 +⋯ 

coefficient of 𝑡 = 3                  

coefficient of 𝑡2 = 9 

𝐸(𝑋) = 1! X coefficient of t in 𝑀𝑋(𝑡) = 1 X 3 

Mean = 3 

𝐸(𝑋) = 2! X coefficient of t2 in 𝑀𝑋(𝑡) 

                    =  2 × 9 = 18 

(iv)Variance = E(X2) – [E(X)]2    = 18-9 

       𝑉𝑎𝑟 (𝑋)  = 9 

4. Let X be a continuous random variable with the pdf  

𝒇(𝒙) = {
𝒙 ; 𝟎 < 𝒙 < 𝟏

𝟐 − 𝒙 ; 𝟏 < 𝒙 < 𝟐 . Find (i) MGF, (ii) Mean and variance. 

𝟎  ; elsewhere 

 

Solution:  

Since 𝑋 is defined in the region 0 < 𝑥 < 2, 𝑋 is a continuous RV.  

𝑀𝑋(𝑡)  = 𝐸[𝑒
𝑡𝑋] = ∫

0

2
 𝑒𝑡𝑥𝑓(𝑥)𝑑𝑥  

             = ∫
0

1
 𝑒𝑡𝑥𝑥𝑑𝑥 + ∫

1

2
 𝑒𝑡𝑥(2 − 𝑥)𝑑𝑥 
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             = ∫
0

1
 𝑥𝑒𝑡𝑥𝑑𝑥 + ∫

1

2
 (2 − 𝑥)𝑒𝑡𝑥𝑑𝑥 

             = [𝑥 (
𝑒𝑡𝑥

𝑡
) − 1 (

𝑒𝑡𝑥

𝑡2
)]
0

1

+ [(2 − 𝑥)
𝑒𝑡𝑥

𝑡
− (−1)

𝑒𝑡𝑥

𝑡2
]
1

2

  

             = [1(
𝑒𝑡

𝑡
) − 1 (

𝑒𝑡

𝑡2
) − (

−1

𝑡2
)] + [0 +

𝑒2𝑡

𝑡2
−
𝑒𝑡

𝑡
−
𝑒𝑡

𝑡2
]  

             = [
𝑒𝑡

𝑡
−
𝑒𝑡

𝑡2
+

1

𝑡2
+
𝑒2𝑡

𝑡2
−
𝑒𝑡

𝑡
−
𝑒𝑡

𝑡2
] =

1

𝑡2
−
2𝑒𝑡

𝑡2
+
𝑒2𝑡

𝑡2
  

𝑀𝑋(𝑡)  =
1 − 2𝑒𝑡 + 𝑒2𝑡

𝑡2
 

To find Mean and Variance: 

𝑀𝑋(𝑡) =
1

𝑡2
[1 − 2(1 +

𝑡

1!
+
𝑡2

2!
+
𝑡3

3!
+
𝑡4

4!
+ ⋯)

+ (1 +
2𝑡

1!
+
22𝑡2

2!
+
23𝑡3

3!
+
24𝑡4

4!
+ ⋯)] 

                   𝜇𝑟
′ = 𝑟! × coefficient of 𝑡𝑟 

Coefficient of 𝑡 = −
2

3!
+

23

31
=

−2

6
+
8

6
= 1 

Coefficient of 𝑡2 = −
2

4!
+

24

4!
=

14

24
=

7

12
 

                    𝜇1
′ = 1! × coefficient of 𝑡 

                   𝜇1
′ = 1 
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 Mean = 1 

 𝜇2
′ = 2! × coefficient of 𝑡2; 𝜇2

′ = 2 ×
7

12
=

7

6
 

Variance = 𝜇2
′ − (𝜇1

′ )2 =
7

6
− 1 =

1

6
 

5. Let 𝑿 be a continuous random variable with PDF 𝒇(𝒙)
𝟏

𝟐𝒂
; −𝒂 < 𝒙 < 𝒂. Then 

find the M.G.F of 𝑿.  

Solution: 

Let 𝑋 is a continuous random variable defined in −𝑎 < 𝑥 < 𝑎.  

𝑀𝑥(𝑡)  = 𝐸[𝑒
𝑡𝑥]  

            = ∫
−𝑎

𝑎
 𝑒𝑡𝑥𝑓(𝑥)𝑑𝑥  

            = ∫
−𝑎

𝑎
 𝑒𝑡𝑥

1

2𝑎
𝑑𝑥 

            =
1

2𝑎
(
𝑒𝑡𝑥

𝑡
)
𝑎

𝑒𝑥 − 𝑒−𝑥 = 2sin ℎ𝑥  

            =
1

2𝑎
(
𝑒𝑡𝑎−𝑒−𝑡𝑎

𝑡
)  

            =
1

2𝑎

2sinh 𝑎𝑡

𝑡
  

𝑀𝑋(𝑡)= 
sinh 𝑎𝑡

𝑎𝑡
 


